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Preface to the Series

The mechanisms of disease production by infectious agents are presently the
focus of an unprecedented flowering of studies. The field has undoubtedly
received impetus from the considerable advances recently made in the under-
standing of the structure, biochemistry, and biology of viruses, bacteria, fungi,
and other parasites. Another contributing factor is our improved knowledge
of immune responses and other adaptive or constitutive mechanisms by which
hosts react to infection. Furthermore, recombinant DNA technology, mono-
clonal antibodies, and other newer methodologies have provided the technical
tools for examining questions previously considered too complex to be success-
fully tackled. The most important incentive is probably the regenerated idea
that infection might be the initiating event in many clinical entities, presently
classified as idiopathic or of uncertain origin.

Infectious pathogenesis research holds great promise. As more informa-
tion is uncovered, it is becoming increasingly apparent that our present knowl-
edge of the pathogenic potential of infectious agents is often limited to the
most noticeable effects, which sometimes represents only the tip of the ice-
berg. For example, it is now well appreciated that pathologic processes caused
by infectious agents may emerge clinically after an incubation of decades, and
may result from genetic, immunologic, and other indirect routes more than
from the infecting agent itself. Thus, there is a general expectation that con-
tinued investigation will lead to the isolation of new agents of infection, the
identification of hitherto unsuspected etiologic correlations, and, eventually,
more effective approaches to prevention and therapy.

Studies on the mechanisms of disease caused by infectious agents demand
a breadth of understanding across many specialized areas, as well as much co-
operation between clinicians and experimentalists. The series Infectious Agents
and Pathogenesis is intended not only to document the state of the art in this
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fascinating and challenging field, but also to help lay bridges among diverse
areas and people.

M. Bendinelli
H. Friedman



Introduction

The threat of bioterrorism has become a major challenge for the twenty-first
century. However, the potentials of infectious agents as bioweapons have been
recognized for centuries. Throughout history there have been attempts to ini-
tiate infectious disease outbreaks and epidemics during warfare. In the last
decade the attention of the biomedical community, as well as governments
and the United Nations, has increasingly focused on the threat of bioterror-
ism, especially the use of biological and/or chemical weapons against military
and civilian populations. As an example, there is now much interest concern-
ing microbial infection and bioterrorism in the medical microbiology and im-
munology communities. This volume addresses such concerns and emphasizes
both basic and clinical concepts, as well as problematic implications of infection
by various microbes now recognized as potential bioterrorism agents.

The first chapter by Drs. Andrew Canons, Philip Amuso, and Burt Ander-
son from the University of South Florida is an overview of the biotechnology of
bioterrorism both in the public health response to possible acts of bioterrorism,
as well as for the concerns about the misuse of biotechnology. The second chap-
ter is a historical perspective of microbial bioterrorism by Dr. Steven Morse,
Director of the Bioterrorism Division at the Center for Disease Control and
Prevention in Atlanta, GA. This chapter describes in detail historical aspects
concerning the early use of biological agents in warfare, development and
international conventions to prohibit the use of such weapons, and a brief de-
scription of important incidents of infectious agents as bioterrorist agents and
use during the last few centuries. The next chapter by Dr. Sandra Gompf from
the University of South Florida discusses the role of public health physicians
and infectious diseases specialists in the control of microbial bioterrorism.

Dr. Ken Alibek and associates from the National Center for Biodefense
at George Mason University then present a detailed chapter concerning the
role of innate immunity in protection against biological weapons, especially
antimicrobial agents and vaccines to such agents. This chapter describes in
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xii INTRODUCTION

detail various components of the immune response system that has a role in
host defense, especially of the pulmonary system, which would be the first sys-
tem involved in an aerosol bioterrorist attack. This chapter also discusses in
detail the possibility that the immune system may be nonspecifically stimulated
in an antigen-independent manner by nonspecific immune modulators, both
synthetic and natural, to enhance resistance to microbial bioterrorist agents.
This chapter also discusses the possibility of immunotherapeutics to neutralize
or lyse pathogens by interfering with microbial gene expression and growth by
enhancing and activating immune cells or a combination of both. The possible
use of cytokines, including interferons and interferon inducers to stimulate re-
sistance against infectious diseases, which could be used as biological weapons,
is discussed. The possibility of inhalation administration of cytokines to ame-
liorate aerosol spread of a bioterrorist agent is also discussed.

The next chapter by biomedical scientists from the University of Pennsylva-
nia and University of South Florida discusses host responses relevant to vaccine-
induced immunity and therapeutic strategies to treat bioterrorist agents, espe-
cially viruses. Dr. Chris Coté and colleagues from Frederick, MD, then discuss in
detail Bacillus anthracis as a possible bioterrorist agent, especially pathogenic-
ity and infection caused by this organism. Drs. Richard Titball and Steven
Michell from the United Kingdom then describe pathogenesis and immunity
to Tularemia, an organism considered a high priority as a possible bioterrorist
agent. Drs. Valderas and Roop from E. Carolina University then discuss Bru-
cella as a possible bioterrorism agent, including pathogenicity and immunity
involved in infection by this organism.

Drs. Joseph Hinnebush and David Ericson from Hamilton, MT, discuss
Pasteurella pestis, an important organism causing pneumonic plague, as a
possible bioterrorist agent. Drs. J. Miller, E. Shaw, and H. Thompson from the
Centers for Disease Control in Atlanta discuss Q fever and Coxciella burnetti as
possible bioterrorist agents. Dr. Laura Hendrix and colleagues from University
of Texas at College Station discuss further Q fever as a possible bioterrorist
agent from the viewpoint of genomic and proteomic approaches. Drs. David
Walker and D. Bouyer from the University of Texas Medical Branch in Galveston
discuss Spotted Fever Rickettsia as a potential bioterrorist agent.

Because it is assumed that bioterrorist microbes may cause epidemic dis-
ease and panic among civilian populations during a possible terrorist attack or
even warfare, there is widespread concern on this issue by various governments
and organizations. Thus it is widely acknowledged and recognized that much
emphasis is now being focused on laboratory and clinical studies concerning ba-
sic research as well as clinical and epidemiologic investigations about microbes
that can be considered possible bioterrorist weapons. Although there have
been several documented probable bioterrorist attacks in the United States in
the past decade, these are considered to be due to individuals rather than gov-
ernments or terrorist organizations. Nevertheless, there is now much concern
about the possibility that microbial agents will be used in attacks against civilian
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populations, or the environment, by terrorists. The editors of this volume, as
well as the authors of individual chapters, are encouraged by recent advances
and new knowledge about microorganisms that have been till now considered
mainly esoteric until the threat of bioterrorism became a national concern and
encouraged new and precise information being accumulated.

There is little doubt that the rapidly emerging interest in understand-
ing the nature and pathogenic mechanisms of agents that may be used as
bioweapons provides increasing impetus for further research of the infectious
diseases that they may induce. This has resulted in further detailed understand-
ing of the nature and mechanisms whereby opportunistic pathogens that may
be used as bioweapons cause disease. The chapters in this book by experts in
the field will be of value, the editors believe, for laboratory investigators and
biomedical scientists in general, as well as for clinicians and health profession-
als.

The editors wish to express their gratitude to Ms. Ilona Friedman who
served as an outstanding editorial assistant for this volume as well as for all the
books in this series.

Burt Anderson
Herman Friedman
Mauro Bendinelli
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Biotechnology and the Public
Health Response to
Bioterrorism
ANDREW CANNONS, PHILIP AMUSO,
and BURT ANDERSON

1. INTRODUCTION

The tragic events of September 11, 2001 have forced a reconsideration of
international security. The role of relatively small, but well organized, terrorists
groups in inflicting mass casualties must be considered a real threat. In October
2001, Bacillus anthracis spores were intentionally released through the mailing
of contaminated letters distributed through the United States postal service.
Again, apparently small groups, or perhaps an individual, were able to utilize
a biological agent as a weapon to cause death and affect relatively large areas
of the United States, including the District of Columbia, Florida, Connecticut,
New Jersey, and New York.(1) Furthermore, the resulting hysteria and public re-
sponse has focused recent attention on the use of biological agents as potential
weapons.

The use of the US postal system as an efficient “artificial mechanical vec-
tor” has served to remind us that the dispersion and transmission of intentional
infections may share few similarities with naturally acquired infections caused
by the same agent. Characterization of the intentionally released B. anthracis
spores revealed that they were related to the Ames strain—a relatively well-
studied laboratory strain. Much media attention has been focused on the use

ANDREW CANNONS and PHILIP AMUSO • Center for Biological Defense, University of South
Florida Tampa, FL 33612. BURT ANDERSON • Department of Medical Microbiology and
Immunology, College of Medicine, University of South Florida, Tampa, FL 33612.
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2 ANDREW CANNONS et al.

of agents other than B. anthracis that might be used as biological weapons.
The identification of such agents and the establishment of the ABC priority
category list is largely based on a historical perspective of offensive biologi-
cal weapons programs dating to the cold war and earlier.(2,3) The impact of
molecular biology, gene cloning, and biotechnology on not only the control
and prevention, but also the development of biological weapons must remain
clearly in focus.

The entire genome sequence for at least one representative strain for
all category A agents has been determined. Most of these sequences have al-
ready been deposited in public access databases. The opportunity to use this
information to enhance the detection, surveillance, and diagnosis of infec-
tions caused by bioterrorism (BT) agents is great. Conversely, the potential
for misuse to engineer pathogens for intentional release must also be con-
sidered. Such open public access to genome sequences and other scientific
reports describing details about mechanisms of pathogenesis, antibiotic resis-
tance, etc. raises questions about use, misuse, and the dissemination of such
information.

This chapter will describe the public health infrastructure that has been
put in place to respond in the event of acts of bioterrorism as well as the role of
biotechnology in the control and prevention of infections caused by the in-
tentional release of agents of bioterrorism. Specifically, we describe how the
laboratory response network (LRN) successfully responded to the index case
of anthrax in Florida. We also describe the overall operational structure of the
LRN and its role to detect, monitor, and characterize microbial agents that
may have been used as weapons. In addition, we have summarized the poten-
tial for the misuse of biotechnology for the development of future biological
weapons. We have also attempted to describe how the concern for such misuse
may have a profound impact on how information is exchanged within the sci-
entific community and among public health officials. Finally, we summarize the
biodefense research funding trends and the reaction to these trends among
the scientific community, as well as public concern about possible risks asso-
ciated with the establishment of both regional and national biocontainment
laboratory facilities.

2. US PUBLIC HEALTH SERVICE INFRASTRUCTURE—THE
LABORATORY RESPONSE NETWORK

On October 4, 2001, an index case of inhalational anthrax that oc-
curred in Boca Raton, Florida, was confirmed when a Florida LRN refer-
ence laboratory discovered the presence of B. anthracis in a clinical specimen.
This discovery triggered a cascade of events that nearly crippled the public
health and emergency response systems throughout the United States. “White
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powder” instantly became a household phrase synonymous with “Bacillus an-
thracis spores”, causing fear and panic throughout the nation.

Although LRN personnel had planned and trained for the “real thing”
for nearly two years, they were unable to predict just how the system would
respond to an actual BT event. Few responsible officials had predicted that
a mere handful of intentionally inflicted anthrax cases would bring the pub-
lic health system to its knees under a deluge of “suspicious” samples coming
from a terrified public. Across the nation, LRN laboratories tested 125,000
samples by the time the investigation was completed. This amounted to more
than 1 million separate tests. Law enforcement units, HazMat units, fire rescue
units, and public health personnel were occupied around the clock for over a
month.

The LRN was established in 1999 when the US Congress appropriated
funds to address the threat of terrorism. Previously, Congress passed the Re-
sponse to Weapons of Mass Destruction Act of 1997 (commonly known as
the Nunn-Lugar-Domenici legislation), which focused on providing training
and equipment for emergency first-responder personnel. The 120 largest US
cities were specified in this legislation. The Department of Health and Human
Services (DHHS) sponsors community-level medical and public health pre-
paredness and response associated with emergencies resulting from terrorist
incidents. DHHS, through the Office of Emergency Preparedness (OEP), lead
a national effort to develop Metropolitan Medical Response Systems (MMRS)
to enhance the local ability to respond to the health and medical consequences
of a terrorist incident.

DHHS, through the Centers for Disease Control and Prevention (CDC)
program announcement 99051: “public health preparedness and response for
bioterrorism”, initiated an effort to upgrade national public health capabil-
ity to counter bioterrorism. Toward this effort, CDC initiated this cooperative
agreement program for States, US Territories, and major local public health
departments to help upgrade their capabilities. The LRN is a multi-level system
designed to link front-line clinical microbiology laboratories in hospitals and
other institutions, to state and local public health laboratories, and supporting
advanced capacity public health, military, veterinary, agricultural, water and
food testing laboratories at the federal level. LRN testing is performed accord-
ing to consensus protocols using reagents provided by the CDC, exclusively
available to LRN reference and national laboratories (see Fig. 1).

2.1. Threat Agents by Category

The CDC has divided the threat agents into three categories: A, B, and
C, based on their potential for dissemination and/or for person to person
transmission, the expected mortality/morbidity, and their potential to cause
public panic and social disruption.
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FIGURE 1. The CDC Laboratory Response Network: A multi-level system linking clinical, public
health and national labs.

Category A
� Can be easily disseminated or transmitted person to person
� Cause high mortality, with the potential for major public health impact
� Might cause public panic and social disruption, and
� Require special action for public health preparedness

Category A agents include:
� Bacillus anthracis (anthrax)
� Yersinia pestis (plague)
� Francisella tularensis (tularemia)
� Variola major (small pox)
� Clostridium botulinum toxin
� Hemorrhagic fever viruses

Category B
� Moderately easy to disseminate
� Cause moderate morbidity and low mortality
� Require specific enhancements of CDC’s diagnostic capacity and en-

hanced disease surveillance

Category B agents include:
� Coxiella burnetti (Q fever)
� Burkholderia mallei (glanders)
� Staphylococcus enterotoxin B
� Epsilon toxin of Clostridium perfringens
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� Ricin toxin (from castor beans)
� Brucella species (brucellosis)
� Encephalitis viruses

Category C

This could be engineered for mass dissemination in the future because of:

� Availability
� Ease of production and dissemination; and
� Potential for high morbidity and mortality and major health impact

Category C agents include:
� Nipah virus (encephalitis with high mortality)
� Hantavirus (pulmonary syndrome)
� Yellow fever virus
� Multidrug-resistant tuberculosis

3. DETECTION, MONITORING, AND IDENTIFICATION OF BT
AGENTS

Level A LRN protocols are used by sentinel laboratories (formerly known
as level A laboratories) and are available in the public domain via the Intranet
at www.bt.cdc.gov. These protocols consist of “rule out” procedures used by
hospital laboratories and commercial laboratories, to screen for category A
bioterrorism threat agents. If a sentinel laboratory is unable to rule out a threat
agent the specimen is immediately transferred to an LRN reference laboratory
for further analysis. Since these protocols are subject to change by CDC at
any time and without notice, it would be pointless to include them in this
chapter. Rather, we recommend that the readers frequently check the web site
(www.bt.cdc.gov) for updates.

In stark contrast, LRN reference laboratories (formerly known as level
B and level C laboratories) use protocols that are not available in the public
domain. Instead, these protocols are available at a secure password-protected
Intranet web site accessible only by LRN reference laboratory members. For
security reasons we are not allowed to provide specific, detailed information
about the LRN reference protocols. However, we can say that they include the
use of advanced molecular biology methods in conjunction with the reagents
mentioned previously, which are available only to LRN reference laboratories.

The detection of pathogenic microorganisms in clinical and environmen-
tal samples requires essentially the same parameters. These include, ease of
use, rapidity, high sensitivity, high specificity, and the lowest possible cost.
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Additional desirable attributes are multiplexing, to detect more than one or-
ganism, and the ability to discriminate between naturally occurring pathogens,
pathogens resulting from a BT incident, and hoaxes. Currently, no system in
use incorporates all these parameters. Public health laboratories currently rely
on both culture and molecular procedures for the detection of BT pathogens.
Samples for analysis can be powders used to intentionally deliver agents, such
as talc, cornstarch, and flour; soil; air; clinical (tissues and body fluids); water;
and food. Reference laboratories must be able to process all of these matrices.
Culture, still considered to be the gold standard for testing, has the advantages
of being able to detect more than one agent at a time, does not require huge
investments in instrumentation, high sensitivity, and initial processing can be
rapid.(4) However, growth in culture can be slow, requiring 24–72 hours of incu-
bation and further analysis must be conducted by trained microbiologists. On
the other hand, nucleic-acid-based detection systems have great potential since
they are sensitive, specific, and rapid. The polymerase chain reaction (PCR)
assay is widely used by clinical laboratories for the identification of infectious
disease agents.(5) Real-time PCR, utilizing patented chemistries (e.g., Applied
Biosystems Taqman R©, Roche LightCycler R©), improves the time of detection
to hours compared to days. However, most PCR-based detection systems are
limited since they can only target one agent in a single run, the primers and
probes for some of the BT agents may not be available, the equipment and in-
strumentation can be expensive, and interpretation of data may require a very
high level of technical acumen. Additionally, sample processing for recovery
of PCR-competent nucleic acid can be extensive for some complex matrices
such as environmental powders and food.

Powders and environmental samples are the most common non-clinical
samples submitted to LRN reference laboratories for analysis. Processing of
these samples for real time PCR analysis for B. anthracis can be difficult since
the powder may become aerosolized, thus requiring biosafety level 3 conditions
for safe manipulation. Additionally, the bacterial DNA has to be extracted from
what could be a complex and PCR inhibitory matrix. Methods have been de-
veloped that utilize sonication(6) or autoclaving(7) for DNA extraction. A pro-
cedure that incorporates sonication, germination, and autoclaving has been
published, providing a safe and rapid method (6 hours) for sample prepara-
tion and PCR detection of greater than 10 spores of B. anthracis in various
powders.(8) Should the reference laboratories be deluged with samples for
testing, procedures such as this could help alleviate bottlenecks and decrease
sample processing times.

Food is also a carrier that could be used to purposely distribute pathogens.
Enteric pathogens have been used as BT agents, including the use of Salmonella
enterica in salad bars(9) and the use of Shigella contaminated pastries to sicken
co-workers.(10) Conventional methods to identify bacterial pathogens in foods
are time-consuming and laborious. Real-time PCR detection offers a rapid
alternative,(11) although not without problems. The major challenge comes
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with sample preparation and extraction of the pathogen DNA from the food.
There are many different food matrices that need to be considered, some
of which can interfere with extraction and/or inhibit the nucleic acid amplifi-
cation process (http://www.cfsan.fda.gov/∼ebam/bam-1.html). Strategies for
template preparation directly from food have been evaluated(12) with detec-
tion limits of 103CFU/g of food. Increased sensitivity is achieved with initial
enrichment, whereby even five hours growth can increase the detections limits
of pathogens 10–100 fold.

The food emergency response network (FERN) is a counter- terrorism
program formed by the Food and Drug Administration (FDA) and modeled
after the LRN. This is a network of state and federal laboratories committed to
analyzing food samples in the event of a biological, chemical, or radiological
terrorist attack. FERN is developing protocols to be used by state and federal
laboratories for detecting pathogens in food samples. Again, these protocols
will not be available to the public domain and will be maintained on a secure
password-protected web site.

Emergency responders need pathogen detection systems that will yield
results that meet the requirements of laboratory-based detection systems, as
well as the requirements that they be rugged and mobile. Currently, the ideal
system is not available. Most field-use systems rely on immunological detec-
tion methods such as lateral flow assays. These assays are generally rapid to
use, taking approximately 15 minutes, require minimal sample processing and
only limited technical expertise. However, immunoassays are typically 1000-
fold less sensitive than nucleic acid amplification and culture procedures, with
detection limits in the range of 105 CFU/ml.(13) In addition, specificity can
be limited. For example, close relatives of B. anthracis, which are common
contaminants of the environment, can be picked up using some B. anthracis
specific assays.(13) Low sensitivity and specificity lead to false negatives and
false positives, respectively, and can result in an incorrect emergency response.
PCR-based systems for emergency responders are also being developed. These
include instrumentation such as the Handheld Advanced Nucleic Acid Ana-
lyzer (HANAA), a fully automated sample processor that uses TaqMan R©-based
PCR for the detection and identification of BT agents and the Ruggedized Ad-
vanced Pathogen Identification Device (RAPID R©), which is a field-deployable
thermal cycler using LightCycler PCR technology.(14) However, use of PCR in
the field is currently limited because of its complexity, requirement for so-
phisticated and sensitive equipment, and the need for trained personal for
operation and interpretation of results.

Presently, all BT samples collected by emergency responders are trans-
ported to an LRN reference laboratory for characterization and evaluation
using LRN protocols. The use of accurate field detection instruments would im-
prove triage activities and consequently reduce the workload for reference lab-
oratories. However, this can only happen when a suitable and well-characterized
field detection system is available.
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Continual monitoring can be an effective method for early detection and
alleviation of a BT event and thus can supplement and complement the work
of the LRN and emergency responders. This monitoring can be both environ-
mental and/or epidemiological, including surveillance of syndromic data.(15)

Environmental monitoring can be important for pathogen detection imme-
diately after an event/exposure but before symptoms are recognized. As with
pathogen detection in the lab, environmental surveillance requires the devel-
opment of specialized equipment. Ideally, these monitoring systems should
be automated and be able to discriminate between naturally occurring agents
and those used in a BT event. Presently, few such surveillance systems exist,
such as the Biohazard Detection System (BDS), a PCR-based technology de-
veloped by Cepheid(16) and employed in the US postal system; the Biological
Aerosol Sentry and Information System (BASIS), an environmental monitor-
ing system used during the 2002 Winter Olympics utilizing sampling stations to
collect aerosol samples, which were then brought to a laboratory for pathogen
analysis;(15) the nationwide BioWatch program that has been implemented to
monitor the air in several US cities,(15) and was modeled on BASIS; and the
Autonomous Pathogen Detection System (APDS), an automatic aerosol mon-
itoring system for areas of high risk.(14) It is likely that additional technology
will be developed over the next few years that will increase and improve our
capacity for environmental monitoring of pathogenic microorganisms. The
progress in microarray technology and integration of automation will increase
the accuracy and variety of agent detection, while reducing analysis time and
reagent consumption.

4. THE POTENTIAL FOR MISUSE OF BIOTECHOLOGY

The biotechnology revolution has generated a range of methodologies
that have been exploited for the development of diagnostics, antimicrobials
and vaccines. In particular, the availability of full genome sequences for most
recognized agents of bioterrorism has provided the tools to design diagnostic
reagents as well as new generation vaccines. Clearly, such information has al-
lowed for the improvement of protocols used by the LRN and enabled many
areas of both basic and applied research on these agents. Many different ap-
proaches have been used for the development of recombinant vaccines for
anthrax (see Chapter 6) with some impressive successes. The ability to mine
the B. anthracis genome for additional genes that may ultimately constitute new
generation vaccines will likely result in the development of additional vaccine
strategies based on biotechnology.

Since the first gene cloning experiments approximately 30 years ago,
countless molecular biology tools and reagents have been developed. These
techniques allow us to detect, amplify, and express virtually any gene in a
matter of days. Such techniques have rapidly accelerated our ability to study
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the virulence of bacterial and viral pathogens and have even resulted in the
identification of many new agents of disease. Ultimately, the long-term goal
resulting from the application of modern molecular biology techniques to
infectious disease research is to improve diagnosis and prevention of the dis-
eases that they cause. However, just as these techniques have proven invaluable
in the control and prevention of infectious disease, the same powerful tech-
niques could be used for the development of enhanced biological weapons.
Creating chimeric pathogens with increased virulence, multidrug resistance or
strains that are not targeted by standard vaccines, are now possible.(17) Even
modestly competent molecular biology laboratories have individuals who may
be able to modify many of the “traditional agents” associated with biological
warfare.

The possibility of using biotechnology to engineer a new class of agents,
termed advance biological warfare (ABW) agents, must also be considered.
In addition, biotechnology may have applications supporting weaponization,
dissemination, and delivery as well.(18) Thus, the genetic modification of “tradi-
tional agents” associated with biological warfare must be viewed as only a part of
the picture. The form of such ABW agents can only be the subject of conjecture.
It has been suggested that ABW agents could be engineered to target specific
human biological systems such as the cardiovascular, gastrointestinal, neuro-
logical, or immunological systems.(18) Transgenic plants and animals could
be engineered to produce large quantities of bioregulatory or toxin proteins.
Transgenic insects, such as bees, wasps, or mosquitoes, could be developed to
produce and deliver biological toxins. For instance, a mosquito could be ge-
netically altered to produce and secrete a biological toxin into its saliva. This
same mosquito would then serve as the vector to deliver the toxin during its
feeding process. Despite the potential to produce toxins that might be effective
at low doses and deliver these toxins, such transgenic insects would likely go
unnoticed. Many of the counterproliferation, detection, and medical counter-
measures that have been developed for “traditional agents” will be ineffective
for ABW agents such as protein-based transgenics.(18) Five important attributes
of a biological warfare (BW) agent have been described:(19)

� High virulence coupled with high host specificity
� High degree of controllability
� Lack of timely countermeasures to the attacked population
� Ability to camouflage the BW agent with relative ease
� High degree of resistance to adverse environmental forces

Daly notes that of these five, the last attribute is the most difficult to genetically
engineer into an organism. Accordingly, he suggests that it may be simpler to
engineer BW attributes into organisms that are naturally resistant to environ-
mental forces. This raises the possibility of engineering extremophiles for use
as BT agents. Among these are agents that are resistant to environmental factors
including desiccation, ultraviolet radiation, high temperatures and pressures,
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or decontamination compounds. Deinococcus radiodurans is one such bacterium
that is resistant to multiple environmental factors including radiation, as the
species designation implies. This Gram-positive coccus displays remarkable re-
sistance to even Megarad doses of radiation. Furthermore, availability of the
complete D. radiodurans genome sequence, together with genetic systems to
express foreign genes, makes this bacterium amenable to genetic engineering.
Daly has suggested that it may be possible to synthesize and store viruses within
microorganisms such as D. radiodurans. The use of extremophiles such as D .

radiodurans may seem to be a complicated approach to the development of BT
agents. Furthermore, the ability of such agents to establish efficient infections
in the human population may, in itself, require extensive genetic engineering.
Despite these facts the use of extremophiles as BT agents should be considered
as a threat that must not be ignored.

5. BIOTECHNOLOGY, PUBLIC HEALTH INTEREST AND
THE EXCHANGE OF SCIENTIFIC INFORMATION

The potential to misuse the so-called dual-use technology (civil and mil-
itary) is clearly illustrated in genomics research.(20) Genome sequences are
available for most recognized BT agents and countless numbers of bacterial
and viral pathogens. Although this information has undoubtedly enhanced
our ability to detect, prevent, and treat infections caused by BT agents, experts
in the field of genomics recognize the possibility of “tailoring” classical BW
agents to make them harder to detect, diagnose, and treat.(21) How then can
we make pathogen genome sequences, or for that matter scientific informa-
tion related to possible BT agents, available for valid scientific research? What
types of research constitute studies that should not be published and accessible
to all? These are some of the questions that must be addressed to ensure that
biodefense research findings accessible to the public domain are not used for
nefarious purposes.(22)

In a study from 2001, it was shown the recombinant mousepox virus
that expresses IL-4 suppressed natural killer cell and cytotoxic T-lymphocyte
responses.(23) The natural genetic resistance of some mice strains to mouse-
pox virus was overcome. More importantly, recently immunized genetically
resistant mice were shown to be susceptible to infection with this virus. Thus,
not only does the virus-encoded IL-4 suppress primary antiviral cell-mediated
immune responses, but it also can inhibit the expression of immune memory
responses. The finding that a poxvirus can circumvent immune memory has
potential implications for smallpox vaccination efforts, as well as providing a
tool that could be misused to manipulate the immune system. Not surpris-
ingly, this publication created quite a topic for discussion among both scien-
tists and government officials about the potential for misuse of information in
such publications. In another study, infectious poliovirus was generated from a
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synthetic cDNA template, showing that it is possible to synthesize infectious
agents in vitro from genome sequence data.(24) Again, this report sounded an
alarm and raised questions from the public and some in the scientific commu-
nity, about the possibility of synthesizing larger and more complicated viruses
such as HIV, Ebola or even smallpox from genome sequence information.
The Patriot Act (2001) and the Public Health Security and Bioterrorism Pre-
paredness and Response Act of 2002 imposed new regulations on the conduct
of research involving select agents. Concern has been raised in the scientific
community that such regulations will have a “chilling effect upon legitimate sci-
entific inquiry”.(25) The need for scientific self-governance has been suggested
and the essential components of such a system have been proposed.(25)

5.1. Public Perception of Biodefense Research

Over the next decade, the Unites States will spend billions of dollars to
develop countermeasures against biological and chemical weapons.(26) In the
past, most of this type of research was conducted at a few government facilities.
However, it is likely that much of the research conducted in the coming decade
will be performed in academic settings. Advocacy groups such as the Sunshine
Project of Austin, Texas (http://www.sunshine-project.org) and the Council on
Responsible Genetics in Boston, Mass (http://gene-watch.org), are opposed to
high-security containment laboratories and have taken to monitoring compli-
ance issues at academic research facilities. Citizen and community opposition
to maximum containment biosafety level 4 facilities has been encountered in
response to proposed facilities in both Boston(27) and Montana.(28) Recently,
three laboratory workers at a Boston University laboratory apparently con-
tracted tularemia from mishandling a virulent strain of Francisella tularensis.(29)

This further raised community concern about biosafety in the Boston Univer-
sity laboratories, which was recently awarded the National Institutes of Health
funding to build a National Biocontainment Biosafety Level 4 facility.(30) Again,
public concern and a lawsuit by local residents have resulted.

In addition to biosafety concerns in the public and scientific community,
a backlash reaction to the large spending increases in federal research dol-
lars on biodefense has recently surfaced. In a recent letter to the Director of
NIH, over 700 microbiologists indicated their concern about the redirection
of NIH grant funds from other projects to biodefense-related projects (accessi-
ble at: http://waksman.rutgers.edu/NIH-MBC BM/current/). In that letter it
was pointed out that funding for prioritized BW agents has increased by 1500%
from 1996 to 2005. In contrast, research on pathogens that are non-biodefense
associated has decreased by 27%. It was suggested that the greatest threat to
public health are existing and emerging infectious diseases. Basic research on
many of these agents is currently under funded in comparison to the prior-
itized BW agents. Given the large number of cases, as well as the morbidity
and mortality associated with some of the organisms that are not identified
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as priority agents, as compared to those that are, it is difficult to refute this
argument.

SUMMARY

The events of September 11, 2001, as well as the subsequent intentional
release of anthrax spores in contaminated letters, have changed the way both
the public and the scientific community view the use of biotechnology in
biodefense research. The enhancement of our public health infrastructure
has greatly aided our ability to respond to potential future acts of bioterror-
ism, and to a certain extent, emerging and re-emerging infectious diseases The
Laboratory Response Network is an example of infrastructure that was already
in place prior to September 11, 2001, but that has been strengthened con-
siderably after that date. The possibility of governmental control over access
to scientific information that might be considered dual use remains an active
topic for debate. Backlash, from the public due primarily to safety concerns
and among scientists over concerns about prioritization of biodefense projects,
are more recent developments related to the government funding for biode-
fense. The need to balance our obligation to respond to acts of bioterrorism,
along with all other public health threats, will undoubtedly continue to be a
matter of contention for several years to come.
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Historical Perspectives of
Microbial Bioterrorism
STEPHEN A. MORSE

1. INTRODUCTION

A number of events over the last decade have served to focus attention on
the threat of terrorism and the use of biological or chemical weapons against
military and civilian populations for the purpose of causing illness or death.
It is increasingly recognized that agricultural animals and plants also present
a vulnerable target to terrorists.(1,2) Most significantly, the threat of terrorism
has attracted the attention of policy makers in all levels of government in the
United States. However, policy makers and analysts have differed in their assess-
ment of the threat of bioterrorism. Many authorities believed that the threat
of bioterrorism was growing, particularly from non-state sponsored groups.(3)

Some of them contended that it was only a matter of time before a terrorist used
biologic agents to cause mass casualties, while others argued that the historical
record provided no basis for concern. Moreover, some even questioned the
wisdom of funding preparedness efforts.(4) However, the situation changed in
October 2001 when an individual or individuals sent spores of Bacillus anthracis
to media companies in New York City and Boca Raton, Florida(2) resulting in
five deaths and considerable panic throughout the country.

1.1. Definitions

For the purposes of this article, the working definition of a biological agent
is “a microorganism (or a toxin derived from it) which causes disease in man,
plants, or animals or causes deterioration of material.”(6) In this context, the
biological agents are normally divided into three categories: anti-personnel,
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anti-animal, and anti-plant. In addition, the use of biological agents is often
classified by the manner in which they are used. For example: biological warfare
has been defined as a specialized type of warfare conducted by a government
against a target; bioterrorism has been defined as the threat or use of biological
agents (or toxins) by individuals or groups motivated by political, religious,
ecological, or other ideological objectives.(7) Terrorists can be distinguished
from other types of criminals by their motivation and objective; criminals may
also be driven by psychological pathologies and may use biological agents.
When criminals use biological agents for murder, extortion, or revenge it is
called a biocrime.(7)

1.2. Development and Prohibition of Biological Weapons

In November 1918, an armistice ended World War I in which eight million
soldiers and nearly as many civilians were killed. However, that armistice could
not halt the even greater ravages of an influenza pandemic. In the course of
a single year beginning in the spring of 1918, the virus spread globally killing
more than 20 million people. No one thought that this influenza pandemic was
a deliberate act of war; however, the magnitude of the impact of this epidemic
apparently impressed the statesmen of the era.(8) When the Geneva Proto-
col was issued in 1925 to ban, in warfare, the use of asphyxiating, poisonous,
or other gases, which had been responsible for about one million casualties
during World War I,(6) the provision was extended to include bacteriological
agents as well.(9) The Geneva Protocol affirmed that chemical and biologi-
cal weapons were “justly condemned by the general opinion of the civilized
world.”(8)

In 1972, the convention on the prohibition of the development, produc-
tion, and stockpiling of bacteriological (biological) and toxin weapons and on
their destruction (referred to as the Biological Weapons Convention or BWC)
was opened for signature. Since it entered into force in 1975, the BWC has been
signed and ratified by 141 countries, signed but not ratified by 18 countries,
and observed by the Government of Taiwan. The BWC prohibits the develop-
ment, production, stockpiling, or acquisition of microbial or other biological
agents or toxins of types and in quantities that have no justification for pro-
phylactic, protective, or other peaceful purposes.(9) The BWC also prohibits
the weapons, equipment, or means of delivery designed to use such agents or
toxins for hostile purposes or in armed conflict.(9) In addition, it requires that
each State Party (i.e., those countries that both signed and ratified the BWC)
destroy, or divert to peaceful purposes, all agents, toxins, weapons, equipment,
and means of delivery which are in its possession or under its jurisdiction or
control. Each State Party also agreed not to transfer any of the agents, toxins,
weapons, equipment, or means of delivery to any recipient, or induce any State
to manufacture or otherwise acquire such organisms or equipment for non-
peaceful purposes.(9) Unfortunately, the BWC has no verification provisions,
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and there have been significant difficulties in determining the existence or
status of State programs.

The use of biological agents for the purpose of warfare has been associated
with State programs for the development of biological weapons. Some of these
programs were very large, employing thousands of people. Leitenberg(10) has
recently reviewed the activities of several of these programs. Although there are
inherent differences between terrorist and criminal use of biological agents,
the criminal faces many of the same obstacles as the terrorist. Both must ac-
quire, develop, and employ biological weapons, so the technical constraints
will probably be similar.

The purpose of this chapter will be to provide a historical account of the
use of biological agents for warfare, terrorism, or criminal purposes. However,
in doing so one must appreciate that there are problems in assessing the histor-
ical use of biological agents because of: (1) difficulties in verifying an alleged
or attempted biological attack; (2) the use of allegations of biological attacks
for propaganda purposes; (3) a lack of pertinent microbiological or epidemi-
ological data; (4) the presence of naturally occurring endemic or epidemic
diseases during hostilities; and (5) the secrecy surrounding biological weapons
programs.(11) This review relies heavily on the extensive research of Carus,(7)

who identified most of the events and attempts to use biological agents since
1900. This review will not cover hoaxes or attempts to acquire biological agents
for nebulous purposes (e.g., Larry Wayne Harris incident(7)).

2. EARLY USE OF BIOLOGICAL AGENTS IN WARFARE

An examination of the way in which biological agents were used for warfare
in the fourteenth through the middle of the nineteenth centuries demonstrates
a correlation with the prevailing theories of infectious diseases.

2.1. Early Theories of Infectious Disease

A number of theories have evolved over time to explain the origin of
epidemics. Two of these have been referred to as miasma and contagion. In the
theory of miasma, epidemics were thought to be due to an atmospheric poison
generated in external nature.(12) Disease was thought to be a consequence
of “bad air” resulting from extensive decomposition. An example of how this
theory might have played a role occurred at the siege of Thun l’eveque (Table I)
where catapults were used to hurl dead horses over the wall into the castle.
Years later and based on eyewitness testimony, the chronicler Froissart wrote
that the “stynke and ayre was so abomydable, that they considered howe that
finally they coude nat long endure” (as cited in ref 13). Miasma originated
from the first-hand observations of Hippocrates (460–360 B.C.) of the effects of
climate, season, and locality on outbreaks of disease.(12) However, it was Galen
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(130–200 A.D.) who developed the idea of “miasmic corruption of the air”,
which figured prominently in the way medicine viewed epidemics in the Middle
Ages. Galen thought that epidemic disease resulted from “the inhalation of
air fouled by putrid exhalations that might come from sources far and near,
such as masses of unburied corpses of the slain in battle, or from swamps
and stagnant water in summertime, or from the excessive heat of foul air in
close and in unventilated hovels”.(12) By the fourteenth century, the idea that
the immediate cause of epidemics was some sort of corruption in the air was
widely accepted. It was believed that this corrupted air could gain entrance to
the body by way of the lungs or through wide-open pores in the skin as a result
of excesses, bathing, or heat.

Also in the fourteenth century, additional prominence was given to the
idea of contagion. In the theory of contagion, the “poison” was originally gen-
erated in man himself and spread person-to-person by contact with the sick
or dead, or with their personal effects (fomites). The fact that some diseases
were infectious and could be transmitted person-to-person had been long rec-
ognized. There are numerous biblical references in the Books of Leviticus,
Numbers, and Deuteronomy to the “infectivity” of lepers. Thucydides thought
that the “plague” of Athens in 430 B.C. was exceedingly infectious.(12) In the
fourteenth century, smallpox and measles were added to the list of infectious
diseases.(12)

In the sixteenth century, Girolamo Fracastoro (1478–1553) recognized
and defined three kinds of contagion. In his treatise De contagione et contagionis
morbis et eorum curatione, Fracastoro attributed certain diseases including plague,
smallpox, and measles, to specific tiny seeds (seminaria) and stated that these
specific contagions could be spread directly from person-to-person, indirectly
via infected clothing, wooden objects, or other fomites, and even at a distance,
such as through the air.(14)

At various times, both theories were combined. Some adherents to the
theory of contagion argued that the sick could radiate infection through the air
in their immediate vicinity (a local miasma), while some adherents to the theory
of miasma admitted a limited degree of contagion at the peak of a severe
epidemic.

2.2. Selected Incidents from the Fourteenth to the Nineteenth Centuries

Table I lists a number of substantiated and unsubstantiated incidents oc-
curring between 1340 and 1863 in which biological agents were used for the
purpose of warfare. If we assume that there was intent to spread disease in or-
der to weaken or defeat the enemy, it is possible to correlate the methods used
to deliver the disease with the prevailing theories of miasma and contagion.

The claim that biological warfare was used at the 1346 siege of Caffa by the
Mongols deserves special mention because of its association with the spread
of the Black Death, which devastated Europe, the Near East, and North Africa
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TABLE I
Selected Substantiated and Unsubstantiated Incidents of Biological

Warfare, 1340–1863

Period Incident Reference

1340 Jean, Duke of Normandy besieged the castle of Thun l’eveque,
which had been captured by the Englishman, Sir Walter of Manny.
Catapults were used to cast dead horses over the wall into the castle.
Chronicled years later by Jean Froissart, based on eyewitness
testimony of participants from both sides.

13

1346 Plague hits Mongol forces besieging the Genoese city of Caffa
(now Feodosija, Ukraine) on the Crimean coast. Fresh corpses of
plague victims were lobbed into the city. Plague breaks out in the
city; 85,000 plague deaths in the region. Mongols abandon siege.
Event chronicled in 1348–1349 by the Italian, Gabriele de’ Mussi.

13,15

1422 At the siege of Karlstein, machines were used to catapult corpses of
those who died in battle, and manure or garbage, into the city. The
incident was described 250 years after the event and is not
considered credible.

13

1500 Pizarro presented the indigenous peoples of South America with
variola-contaminated clothing.

16

1710 Siege of Reval (now Tallin, Estonia), Sweden. Russians were said
to have hurled corpses of plague victims into the besieged city,
following which plague broke out in the city. There is no
documentation to support this claim. The event is referred to
in a Swedish military document.

13

1763 During the French and Indian War (1754–1767), Sir Jeffrey
Amherst, commander of British forces in North America, suggested
the deliberate use of smallpox to “reduce” native American tribes
hostile to the British. Captain Ecuyer (one of Amherst’s
subordinates), fearing an attack on Ft. Pitt from native Americans,
acquired two variola-contaminated blankets and a handkerchief
from a smallpox hospital and in a false gesture of good will
distributed them to the native Americans. Several outbreaks of
smallpox occurred in various tribes in the Ohio River valley.

13

1775 In Boston, British attempted to spread smallpox among the
continental forces by inoculating (variolation) civilians fleeing the
city. In the south, there is evidence that the British were going to
distribute slaves who had escaped during hostilities, and were sick
with smallpox, back to the rebel plantations in order to spread the
disease.

13,14

1861–1863 General W.T. Sherman complained that retreating confederate
troops were deliberately shooting farm animals in ponds so that
their “stinking carcasses” would contaminate water supplies for the
Union forces, resulting in troops weakened and demoralized by
gastrointestinal disease. Allegations that Dr. Luke Blackburn, a
future governor of Kentucky, attempted to infect clothing with
variola and then sell it to unsuspecting Union troops could not be
substantiated.

6
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in the mid-fourteenth century. Wheelis(13) believes that the hurling of plague-
infected cadavers into the besieged city of Caffa was not only plausible, techni-
cally feasible, and consistent with contemporary notions of disease causation,
but that it provided the best explanation of the entry of plague into the city.
The attack itself appeared to be successful as it produced casualties within the
city; however, it was of no strategic importance as the city remained in Italian
hands and the Mongols abandoned the siege. These facts not withstanding,
Wheelis(15) provides a convincing argument that this incident did not have a
decisive role in the spread of plague to Europe.

3. THE GERM THEORY AND BIOTERRORISM

The seminal work of Robert Koch (1843–1910) provided the basis for
the development of a new generation of biological weapons. Although others
provided indirect evidence for the importance of microorganisms in causing
human diseases, it was Koch who clearly conceptualized and provided experi-
mental support for the germ theory of disease. In his early work on anthrax, he
used microscopy to demonstrate that the blood of diseased animals contained
large numbers of a spore-forming bacterium. He also showed that the bacte-
ria could be cultured outside the animal body in nutrient fluids. However, to
link a specific microorganism to a specific disease, the organism must first be
isolated in pure culture. Toward this end, Koch developed several ingenious
methods, e.g., use of nutrient medium solidified with gelatin or agar, to isolate
microorganisms in pure culture. Once microorganisms were available in pure
culture he was able to formulate the criteria, now called Koch’s postulates, for
proving that a specific type of microorganism causes a specific disease. The
effects of these discoveries can be seen in the types of incidents that occurred
since 1900.

3.1. Selected Confirmed Incidents, 1900–2003

Since 1900, there have been a number of incidents in which the use of a
biological agent was suspected. Carus(7) used specific criteria to confirm that
a biological agent was used in a criminal, terrorist, or state-sponsored event.
Most of the incidents in which the use of a biological agent has been confirmed
are listed in Table II. Of these 29 confirmed incidents, the majority (N = 19)
was of the criminal type. Of the remainder, five were state-sponsored and four
were considered to be terrorist events. The anthrax attack of 2001, which is
currently under investigation, is listed as unknown.

Among these 29 confirmed incidents, 15 involved the use of bacteria,
10 toxins, 5 viruses, and 1 used the ova of a parasitic roundworm. In three of
the confirmed incidents, biological agents or toxins were used against livestock
or other animals; the remainder involved the use of biological agents or toxins
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TABLE II
Selected Confirmed Incidents Where Biological Agents Were Used, 1900–2003

Date Incident(s) Type Reference

1910 Patrick O’Brien de Lacy and Vladimir Pantchenko
(a physician) were convicted in St. Petersburg, Russia,
of murdering Captain Vassilli Buturlin (de Lacy’s
brother in law) by injection with diphtheria toxin

Criminal 17

1909–1918 Henri Girard used S. typhi and poisonous mushrooms
to murder people to whom he sold insurance policies in
order to obtain the death benefits. He was responsible
for killing two people; six others recovered after being
infected or poisoned. Girard was studying bacteriology
at the time of the first murder

Criminal 7,17

1913 Karl Hopf infected his third wife with V. cholerae and
typhus organisms. He murdered his father, two of his
children and his first wife with arsenic. He was also
accused of attempting to poison his second and third
wives and his mother. Hopf had training in handling
drugs. He was convicted in a German court

Criminal 7

1915–1918 The German Secret Service instituted a covert biological
warfare campaign in the United States during the early
part of World War I, while the United States was still
neutral. They used B. mallei (glanders) and B. anthracis
(anthrax) to infect horses and mules that Allies
purchased in the United States for use by their forces in
Europe. In Romania, they infected sheep bound for
Russia with glanders and anthrax. In Argentina, they
infected sheep, cattle, and horses with glanders and
anthrax that were being shipped to Britain and to the
Indian army. They purportedly used B. mallei and V.
cholerae against allied forces during the German retreat

State 18

1916 Arthur Warren Waite was a dentist who had made
serious attempts to acquire virulent pathogens. He
killed his mother-in-law by putting pathogenic
microorganisms in her food. When an attempt to kill his
father-in-law using pathogens was unsuccessful, he
poisoned him with arsenic

Criminal 7

1932 The League of Nation’s General Assembly established
the Lytton Commission in December, 1931, to
investigate Japan’s conquest of Manchuria. When
commissioners visited Manchuria in 1932, the Japanese
served them fruit “laced” with V . cholerae. No one
became ill

State 7

1933 Dr. Taranath Bhatacharyna was a physician with training
in bacteriology. He and Benoyendra Chandra Pandey
murdered 20-year-old Amarendra Pandey (half brother
of Benoyendra) with a lethal dose of Y. pestis after a feud
over the division of their father’s estate

Criminal 7,19

(continued )
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TABLE II
(Continued )

Date Incident(s) Type Reference

1936 Dr. Tei-Sabro Takahashi was a Japanese physician
who used food contaminated with S. typhi to infect
17 people, including three who subsequently died.
The incidents involved competing physicians, their
families, and his wife

Criminal 7

1939 Dr. Kikuko Hirose, a Japanese physician, gave pastries
contaminated with S. typhi and S. paratyphi to her former
husband who, in turn, shared them with others. Twelve
became ill and one died

Criminal 7

1932–1945 Japan conducted biological weapons research at
facilities in China (e.g., Unit 731). Prisoners were
infected with pathogens including B. anthracis,
N. meningitidis, V. cholerae, Y. pestis, and Shigella spp.
Between 1932 and 1945, more than 10,000 prisoners
died as a result of experimental infection or execution
following experimentation. At least 11 Chinese cities
were attacked with biological weapons sprayed from
aircrafts or introduced into water supplies or food
items. Plague-infected fleas were released from aircraft
over Chinese cities to initiate plague epidemics

State 20

1952 The Mau Mau used the plant toxin from the African
milk bush (Synadenium grantii) to kill livestock in what is
now Kenya.

Terrorist 7

1964 Dr. Mitsuru Suzuki, a Japanese physician with training in
bacteriology, was arrested for infecting four colleagues
with a sponge cake contaminated with dysentery. He was
subsequently linked to a series of typhoid fever and
dysentery outbreaks involving approximately 200
people, including four deaths. Prosecutors claimed he
did this to complete his dissertation, which involved
studies of S. typhi recovered from numerous persons. A
culture of S. typhi was stolen from Japan’s NIH; another
culture was isolated from an infected patient

Criminal 7

1970 Eric Kranz, a postgraduate student in parasitology at
MacDonald College, infected four of his room-mates
using food contaminated with large numbers of
embryonated ova of Ascaris suum, a parasitic roundworm
found in pigs. The infected individuals presented with
symptoms and signs of lower respiratory tract disease,
the more severely ill being in acute respiratory failure

Criminal 21

1977 Arnfinn Nesset, who ran a nursing home for the elderly
in Norway, was convicted of murdering 22 of his
patients by injecting them with curacit, which is derived
from curare

Criminal 7
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TABLE II
(Continued )

Date Incident(s) Type Reference

1978 The Bulgarian secret police attempted to assassinate
Vladimir Kostov, a Bulgarian defector who had served as
a news correspondent and was also a major in the D.S.
(Bulgarian equivalent to the K.G.B.). A small metal pellet
containing ricin was injected into Kostov who
subsequently became ill but did not die

State 7,22

1978 In London, the Bulgarian secret police assassinated
Georgi Markov, a Bulgarian dissident and announcer for
Radio Free Europe. He was killed by ricin contained in a
small platinum-iridium pellet that was injected into the
back of his thigh by means of a modified umbrella tip.
He died 4 days later

State 7

1981 A group calling itself “Dark Harvest” was responsible for
leaving a package of soil on the grounds of the Chemical
Defense Establishment located at Porton Down, England.
By doing so, they claimed they were returning “seeds of
death” to their source. The group claimed the soil was a
part of a larger quantity (300 pounds) removed from
Gruinard Island where tests of anthrax bombs were
conducted in 1941. They also stated that microbiologists
from two universities and locals were involved in
removing the soil. Analysis showed that the soil contained
B. anthracis (approx. 10 organisms/gram of soil)

Terrorist 7

1984 The Rajneeshees, a religious cult, employed biological
agents against inhabitants of The Dalles, Oregon in an
attempt to influence the local government. In the first
incident, two county commissioners visiting the
commune were given drinking water contaminated with
S. Typhimurium–both became sick. Later, members of
the cult contaminated salad bars, salad dressing, and
coffee creamers in local restraunts with S.Typhimurium.
As a result, 751 people became sick. Attempts were also
made to contaminate the water system. Bactrol discs
containing S.Typhimurium were legitimately obtained
from VWR Scientific in Seattle for use in their medical
clinic’s state-licensed laboratory. It was later removed to a
clandestine laboratory where large quantities were grown

Terrorist 7,23

1990–1995 The Aum Shinrikyo is a religious cult that was
responsible for the 1995 dissemination of sarin gas in the
Tokyo subway system. The cult claimed they had 10,000
members and assets of ≥$300 million dollars. The cult
was also involved in biological warfare activity involving
botulinum neurotoxin, B. anthracis, C . burnetii, and
attempted to obtain Ebola virus from Zaire. The group
attempted to use aerosolized biological agents against
nine targets including:

(continued )
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TABLE II
(Continued )

Date Incident(s) Type Reference

botulinum toxin (Japan Parliament, Narita International
airport, downtown Tokyo, and Tokyo subway); and anthrax
(sprayer on the roof of the Aum building in East Tokyo, a
truck sprayer around the Diet in Central Tokyo, Imperial
palace, Yokohama, and the U.S. Naval base at Yokosuka).
None of these attacks were successful due to the selection
of the wrong strain or to the conscience of the individual
responsible for filling the dissemination devices

Terrorist 7,24,25

1990 Graham Farlow was an asymptomatic HIV-positive inmate
at a prison in New South Wales, Australia. He injected a
guard (Geoffrey Pearce) with HIV-contaminated blood.
The guard became infected with HIV. Farlow died of AIDS

Criminal 26

1992 Brian T. Stewart worked as a phlebotomist at a St. Louis,
MO hospital. He injected his 11-month-old son with
HIV-contaminated blood during a fight over payment of
child support

Criminal 7

1993 Iwan E was a Dutch man who injected his former girlfriend
(Gina O) with 2.5 ml of HIV-contaminated blood after she
broke up with him

Criminal 7,27

1994 Dr. Richard J. Schmidt, a married Louisiana
gastroenterologist, injected a former lover with
HIV-contaminated blood. Laboratory tests demonstrated
that she contracted the same strain of HIV as found in one
of Dr. Schmidt’s patients

Criminal 7

1995 Dr. Debora Green, an oncologist, attempted on three
occasions to kill her estranged cardiologist husband
(Dr. Michael Farrar) by putting ricin in his food. When
these attempts failed, she set fire to her house killing two
of her three children. Green was a heavy drinker and
appeared to suffer from a severe psychiatric disorder

Criminal 7,28

1996 Diane Thompson worked in the laboratory at St. Paul
Medical Center hospital in Dallas, TX. She contaminated
pastries (blueberry muffins and doughnuts) with
S. dysenteriae type 2, placed them in a break room, and sent
an email to laboratory personnel that food was available in
the break room. Twelve people who worked in the
laboratory became sick after eating the contaminated
food; another person became ill after consuming pastry
brought home by one of the laboratory workers. Four of
the people were sufficiently sick to require hospitalization.
A year earlier, she infected her boy friend (John P. Richy)
with same organism. Thompson then falsified laboratory
test results so that physicians would not learn of his
infection. She infected him again after his release from
the hospital, and a third time by injecting him with
microorganisms while purporting to take a blood
specimen

Criminal 7,29
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TABLE II
(Continued )

Date Incident(s) Type Reference

1997 Unknown farmers deliberately and illegally introduced
rabbit hemorrhagic disease (a calicivirus) into the south
island of New Zealand as an animal control tool to kill
feral rabbits

Criminal 7

2001 Shortly after 9/11 someone mailed letters containing
spores of B. anthracis to media companies and
governmental officials resulting in 22 cases of anthrax
(11 inhalational and 11 cutaneous). Five of those with
inhalational anthrax died

Unknown 5,30

2002 Chen Zhengping spiked food in a rival’s pastry shop in
Tangshan, near Nanjing, with tetramine, a toxin from the
red whelk. Up to 300 people fell sick and 38 people died

Criminal 31

2003 A letter signed “Fallen Angel” complaining about new
federal trucking regulations and a threat to use ricin was
enclosed in a package with a vial that contained ricin.
Also, another letter addressed to the White House and
signed “Fallen Angel” was intercepted at an off-site mail
sorting facility. The letter contained low potency ricin

Criminal 32

against humans. The largest non-state sponsored event involved 751 people
who were deliberately infected by Salmonella Typhimurium (Table II). There
were no confirmed incidents involving the use of biological agents against
crops. Most of the incidents (4/5) involving viruses occurred in the 1990s,
were of a criminal nature, and involved the injection of the human immunod-
eficiency virus (HIV). Ricin was the most common toxin used (n = 4) in those
incidents where toxins were used in assassination (state-sponsored) or for mur-
der (criminal). Bacteria were used in 11/24 non-state sponsored incidents. The
majority of the bacterial species that were used belonged to the Enterobacte-
riaceae, which is reflective of the method used to deliver the bacteria.

The method used to disseminate the agent was not known in every case.
However, in those cases where it was known, ingestion of contaminated food
(N = 15), injection (N = 10), and inhalation (N = 2) were most often used.

It was also interesting to note that a significant proportion of the non-
state sponsored incidents (16/22; 73%) were perpetrated by individuals with
scientific or medical training.

3.2. Probable or Possible use of Biological Agents, 1900–2003

In addition to those confirmed instances in which biological agents have
been used for criminal, terrorist, or military purposes, there have been a num-
ber of instances in which it is likely, though not confirmed, that a biological
agent(s) was used. The incidents described in Table III have been selected
from those described by Carus.(6)
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TABLE III
Probable or Possible Use of Biological Agents, 1900–2003

Date Incident(s) Reference

1900 It has been claimed that castor beans (ricin) were used in
Malawi to kill unwanted offspring by inclusion of the seed in food

7

1909 Dr. Bennett Clark Hyde, a surgeon living in Kansas City, MO, was
indicted for the alleged murder of Colonel Thomas H. Swope. He
was never convicted nor acquitted of the charge. However, he
likely used S. typhi to infect several individuals of whom one died

7

1910 In Mexico, supporters of Pancho Villa were thought to have used
botulinum toxin against Mexican Federal troops

7

1917 In the United States, there were reports that German
sympathizers possibly contaminated certain brands of courtplaster
(an adhesive plaster used to cover small wounds) with C. tetani

7

1940s An Egyptian gangster purportedly used stolen culture of S. typhi
as part of a plot to murder insured victims

7

1942 Polish Resistance purportedly used typhus against German forces.
Also, the staff at the Institute of Hygiene in Warsaw reportedly
contaminated letters with spores of B. anthracis and sent them to
the Gestapo so that they would be reluctant to open other letters
naming resistance fighters

7

1947 During the 1947 war, “Zionists” might have contaminated wells
around Gaza with S. dysenteriae and S. typhi

7

1969 Dr. John R. Hill, a Houston plastic surgeon, purportedly killed his
wife (Joan Robinson Hill) using an injection of a bacterial
mixture

33

1971 The KGB attempted to assassinate Alexander Solzhenitsyn with
ricin in Novocherkassk, USSR

7

1976 The Rhodesian Central Intelligence Organization (CIO) used the
services of Robert Symington (Professor of Anatomy, University of
Rhodesia) who, in turn, recruited other faculty members and
students into his program to develop chemical and biological
agents. In 1975, researchers tested some of the agents on
detainees. Members of the Selous Scouts were used to
disseminate V. cholerae in the Ruya river and water supply of the
town of Cochemane in Mozambique. Deaths that were attributed
to cholera occurred in both areas. B. anthracis was introduced
into rural areas of western Zimbabwe resulting in several hundred
human deaths

7,34

1970–1980 Eastern Bloc agents may have attempted to assassinate Stefan
Bankov on a flight between Seattle and London in 1974. In 1981,
Boris Korczak, a CIA double agent, was killed with a
platinum-iridium pellet containing ricin

7

1987–1990 Dr. David Acer, a Florida dentist infected with HIV, transmitted
the disease to six of his patients. Intentional infection of these
patients is a possibility although there is no direct evidence. The
source of their infection remains controversial

7,35



HISTORICAL PERSPECTIVES OF MICROBIAL BIOTERRORISM 27

TABLE III
(Continued )

Date Incident(s) Reference

1989 In South Africa, a covert operation group (Civilian Cooperation
Bureau [CCB]) employed biological agents against the South
West Africa People’s Organization (SWAPO). Dr. Wouter Basson
was the head of Project Coast, codename for South Africa’s covert
biological and chemical weapons program. Roodeplaat Research
Laboratories, which was associated with the program, produced
approx. 500 products including 32 bottles containing V. cholerae
cultures, chocolate and cigarettes laced with B. anthracis, beer
containing botulinum toxin, and sugar containing Salmonella spp.
It was claimed that they infected three Russian advisors to the
ANC and one died

7,34

1990 Nine cases of diarrheal disease due to G. lamblia occurred in
residents of an apartment building in Edinburgh, Scotland.
Investigators discovered that one of the tanks that supplied water
to the building had been broken into and contaminated with
Giardia-containing fecal material

6,36

1992 Canadian authorities in Alberta alleged that Marilyn Tan
deliberately injected Con Boland with HIV-contaminated blood
during a sexual encounter. There was insufficient evidence to
convict Tan

7

4. CONCLUDING REMARKS AND PERSPECTIVES

For centuries, biological agents have been used either for warfare, ter-
rorist, or criminal activities. Some of the perpetrators have been governments
(state-sponsored), non-governmental groups (e.g., religious cults), or individu-
als. Today, the threat of mass casualties from bioterrorism is real; however, from
a historical perspective there have been relatively few confirmed instances in
which a terrorist has used a biological agent. Most of the confirmed instances
involving the use of a biological agent have been for criminal purposes. Current
efforts to prepare the public health system in the United States for bioterrorism
through the enhancement of surveillance, epidemiology, and laboratory capac-
ity should lead to the early detection of the event and minimize the number
of casualties.(37)
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The Infectious Disease
Physician and Microbial
Bioterrorism
SANDRA G. GOMPF, JORDAN LEWIS,
EKNATH NAIK, and KALEY TASH

1. INTRODUCTION

On the morning of September 11, 2001, and later in the weeks that chron-
icled the spread of anthrax through the U.S. mail, our global consciousness
of the terrorist threat was altered. We had awakened to a nightmare. Microbes
are a perfect metaphor for our fears: our world seemed infected with terrorists,
unlimited in virulence, waiting to emerge from dormancy. The metaphor had
become real. Although the atmosphere evokes cold-war fears, the world of this
century is more complex than that of the McCarthy-era. The infectious disease
physician’s role in bioterrorism response must be framed in this context.

2. THE EVOLUTION OF THE GLOBAL COMMUNITY, INFECTION,
AND BIOTERRORISM

Modern bioterrorism attacks at the level of the individual, but its origins
are global, and we must acknowledge its roots in the sociopolitical and eco-
logic changes of the last half-century. The decline of colonial empires and
the breakup of the Soviet block have left a power vacuum in many parts of the
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world, and both repressive governments and radical dissidents have sometimes
risen to fill it. Meanwhile, poverty, political oppression, and cultural inequali-
ties inflame the disaffected, providing terrorist organizations with a steady flow
of manpower. Decades of violence—especially in the Middle East, the African
continent, and the former USSR—propagate the very conditions that first lead
to militancy. Perhaps, most disturbingly, first-world governments often send
a mixed message to fledgling nations. With no viable means of enforcing in-
ternational bans on biological warfare, many countries continue to pursue
biological weapons programs.

Although social and political instability fuel terrorist movements, micro-
bial evolution arms them with new weapons. Human forces have affected mi-
crobial ecology in several ways. First, the use of pesticides and antimicrobials in
agriculture and animal husbandry has selected for resistance. In the late 1970s,
fresh from the victory against smallpox, many experts fully expected that infec-
tious disease was a dead science: the microbial threat was to be conquered by
the end of the twentieth century. But germs fought back: the adaptability of bi-
ological agents to human assaults has become a demonstration project of sorts
for evolutionary science—sometimes with adverse consequences for national
defense. At the time of writing this, for example, multidrug-resistant Acinetobac-
ter (now endemic to many areas of the Middle East) has unexpectedly spread to
the U.S. military and veterans—care facilities, via injured active duty personnel
who have acquired this pathogen during warfare.(1,2) Second, the spread of hu-
mans into new environments permits exposure to new pathogens, particularly
from animal hosts. Many pathogens originating from wild animals are potential
bioterrorist agents—including anthrax from deer, monkeypox from illegally
imported giant Gambian rats,(3) Ebola hemorrhagic fever from game animals,
and SARS-associated metapneumovirus from palm civet cats. The increasing
ease of human travel can quickly spread these infections from remote geo-
graphic areas. Third, human-driven environmental influences may impact mi-
crobial spread and evolution. Global warming may change migratory patterns
and local biodiversity, allowing microbes to infect new hosts and reservoirs,
including humans.Pesticide resistance in the Anopheles mosquito and favorable
climactic change has recently complicated control of malaria in the Amazon.(4)

Although sociopolitical and ecological factors help us understand the pro-
liferation of both terrorists and germs, how have the two become connected—
and how has bioterrorism reached our hospitals? A look at the global commu-
nications network may offer insight. Thanks to the internet and other forms of
digital communication, access to information on weapons manufacture and mi-
crobiology is readily available and virtually impossible to regulate. Meanwhile,
as radio and television networks provide 24-hour coverage of world events, ter-
rorists rely upon these institutions to propagate fear. Finally, the global media
makes Western affluence and liberalism increasingly visible among impover-
ished or oppressed populations. The West has become an easy scapegoat for
radical movements. But while global communications may facilitate bioterror-
ism, it also strengthens our response. International e-mail listserves, such as
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ProMED,(5) the Federation of American Scientists Program for Monitoring In-
fectious Diseases, allow rapid notification of potential outbreaks throughout
the world. Information may prove both a poison and an antidote.

3. THE EVOLVING PRACTICE OF INFECTIOUS DISEASE

Largely in response to the trends discussed above, the practice of infectious
diseases has evolved from a fairly esoteric subspecialty of internal medicine to
a broad and diverse field involving both academic and community-based clini-
cians. Infectious diseases practice today may encompass patient care, direction
of public health initiatives, epidemiologic monitoring, infection control in
inpatient facilities, and management of HIV infection (on the verge of be-
coming a subspecialty in itself ), among many others. The many roles of the
infectious disease physician have not always been recognized by the public
health and military sectors. Effective involvement of infectious disease physi-
cians in preparedness-planning requires communications between physicians
and public agencies. In spite of the many directions in which they are pulled,
infectious disease physicians are deeply interested and concerned about pre-
paredness against all microbial threats and have organized on the regional and
national level (most notably via the Infectious Diseases Society of America) to
effectively advocate for supportive public policy, as well as for the inclusion of
infectious disease and other civilians in preparedness planning.(6)

Though infectious disease was once a largely academic subspecialty, pre-
paredness requires extensive involvement of community-based physicians.
While academic infectious disease physicians are likely to provide leadership
in the integration with public health, it must be recognized that a community-
based physician was the first to detect the case of anthrax in the attacks of 2001
and the West Nile virus cluster in New York City.(7,8) This said, it must be noted
that the infectious disease physician in private practice is exceedingly busy
and subject to increasing economic constraints; thus rapid contact with the
community physician is likely to be difficult. Coordination of efforts between
public health facilities, and community physicians with diverse missions and
economic constraints may be challenging. From a practical standpoint, once
recognition occurs in an institution, the immediate response will be implicitly
deferred to infection control staff and local infectious disease physicians.(9)

4. INTEGRATING THE INFECTIOUS DISEASE PHYSICIAN WITH
PUBLIC HEALTH RESPONSE

From a public health perspective, the infectious disease physician will
interface with bioterrorism response primarily in three ways, among some oth-
ers (Fig. 1). First, early case recognition and communications with the public
health system will likely fall on the shoulders of infectious disease physi-
cians and first line providers. Second, infectious disease physicians must
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FIGURE 1. The infectious disease physician wears many hats in academic and community practice.
While the infectious disease physician’s response to a bioterrorist incident may be affected by many
factors, he/she will likely be involved at the site of patient care, and will communicate with other
health care providers, first responders, involved health care facilities, the public health system,
local and federal law enforcement, and the media. Infectious disease physicians will likely serve in
the education of the health care community as well.

educate other first line providers (such as emergency and primary care physi-
cians, physician extenders, and nurses) and the public and media. Third,
the communications stream between infectious disease physicians, epidemi-
ologists, community health providers, the media, and the public is a complex
issue that must be carefully considered in developing a preparedness program.

5. PREVENTION, EARLY RECOGNITION, AND THE INFECTIOUS
DISEASE PHYSICIAN

Initial prevention remains in the hands of law enforcement agencies whose
role is to gather and interpret intelligence and threats and act prior to the
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release of a disease-causing agent. However, the development of new vaccines
and ongoing research into more effective antibiotics are a critical role of the
infectious disease researcher. Antibiotic overuse and rising antibiotic resistance
strains our ability to efficiently treat infectious disease, and amplifies the burden
on health care. Prevention of antibiotic resistance and research focused on
vaccine development is critical to reducing the health-care burden and to
improving bioterrorism preparedness.

Once an attack has occurred, the first indication of a biological incident
will be an increase in persons seeking care from community physicians and
emergency departments. The ability of clinicians to recognize unusual disease
symptoms, order appropriate diagnostics, and notify the local health depart-
ment will largely determine the final impact on public morbidity and mortal-
ity. The rapid detection of any type of pathogenic outbreak is a fundamental
challenge for the current communicable diseases surveillance system. The col-
laboration of public health and infectious disease physicians will expedite early
diagnosis, treatment, and control.(10) However, passive disease reporting sys-
tems lack the speed and force to rapidly implement control measures such as
vaccination, prophylaxis and quarantine. A variety of approaches are currently
being explored to provide a more rapid identification of an outbreak occur-
rence. Briefly, many of these involve the monitoring of syndromic symptoms in
patients. Many potential bioweapons produce nonspecific clinical symptoms,
and screening for syndromes may facilitate early detection. Therefore syn-
dromic surveillance detects a rise in reported syndromes suggestive of epidemic
pathogens, such as meningitis, rash with fever, and unexplained death, and al-
lows the public health agency to follow up on any significant deviations from
the norm, typically on a per hospital basis or a pooled community. Syndromic
surveillance provides an opportunity for more timely intervention with hope-
fully minimal overall cost and labor. Local infectious disease physicians and
infection control practitioners may then be contacted for rapid institution of
treatment, transmission control, and to direct investigation of other cases.(11,12)

What constitutes an optimal syndromic surveillance system is currently
under study. Cost issues appear to be low, but differ among the settings in
which it has been instituted. An unforeseen benefit of surveillance that has
been noted in practice is that individual emergency department physicians,
however observant, usually are not on serial shifts and may not readily detect
rising trends; however, using syndromic surveillance and generating daily re-
ports has provided an early warning system for seasonal events such as rotavirus
and influenza epidemics. Armed with such forewarning, providers may update
themselves on current treatment recommendations, plan for infection control
needs, and avoid unnecessary diagnostic tests (along with their attendant costs
and discomforts to patients).(13) Unfortunately, the Health Insurance Portabil-
ity and Accountability Act (HIPAA) of 1996, which regulates the dissemination
of personal medical information, has arguably been a hindrance to disclosure
in many municipalities using syndromic surveillance.(9)
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6. EDUCATION, THE INFECTIOUS DISEASE PHYSICIAN,
AND PREPAREDNESS

The need for provider and public education became evident after the
anthrax attacks and the resulting hysteria in the fall of 2001. From a practical
perspective, an infectious disease physician’s response to an act of bioterrorism
and the response to any naturally occurring infectious outbreak follow a similar
template. Hantavirus, West Nile virus, SARS, and avian influenza are recently
emerged pathogens to which the response has required rapid recognition,
heightened case surveillance, aggressive control measures, efficient communi-
cations, and prompt education of the media, the public, and the health care
infrastructure. These outbreaks have certainly served an educational purpose
in response planning, and have acted as important trial runs of preparedness
programs, highlighting best practices and areas for improvement. Educating
the clinicians and infectious disease physicians will be paramount in the early
recognition and treatment of rare and difficult-to-diagnosis illnesses. Studies
have shown many health professionals are not well informed about CDC class
A pathogens and have poor self-perceived abilities to diagnose and manage
victims of a bioterrorism attack. Clearly, improving the knowledge of health
care professionals in hospitals and the community is needed to permit early
recognition and treatment of victims. Additionally, health care workers are not
immune to fear and hysteria; and SARS proved that health care workers, who
accounted for up to one-fifth of all cases, may be directly in the line of fire dur-
ing an outbreak.(14) A provider who feels informed, necessary, and competent is
more likely to report to work. Numerous venues exist for education, including
professional meetings, conferences, and online resources, and these should
be relevant to the audience’s level of specialization, workplace, and their likely
level of involvement in an outbreak. The ability of the laboratory system to ac-
tively rule out, refer, and confirm begins at the hospital and with the physician.
The infectious disease physician will have a primary role in working with local
academic and community partners in coordinating an appropriate sampling
protocol and coordinating with the public health agency.(15)

An ongoing communication process must be in place prior to any outbreak
incident. The local public health authority must be responsible for optimizing
this process. Ideally, clinicians should know and have frequent contact with
the public health authority in their locality. Each physician should know how
to contact the local health department 24 hours-a-day to report suspect cases
and for consultation purposes. In practice, the day-to-day pressures of infec-
tious disease practice is likely to weigh more heavily on the minds of many
community physicians than the lower likelihood (perceived or real) that an
outbreak of significance will occur in their community on any given day, and
most may expect that public health will notify the community of a problem.
More complex than assuring that community physicians know their public
health contacts is assuring that community infectious disease physicians can
themselves be readily contacted for notification. A ready means of notifying
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infectious disease physicians and primary care providers in diverse settings,
and at diverse times, is certainly an area of need. Including a variety of media
is more likely to optimize the success of such communications. Vital resources
may include television and radio broadcasts, fax, e-mail, and wireless media
such as cell phones and personal digital assistants.(14)

SUMMARY

In the light of current global ecology and sociopolitical pressures, “pre-
paredness” against microbial terror coincides with prevention, detection, and
treatment of emerging and re-emerging pathogens. Microbial threats will per-
sist beyond real or perceived terrorist pressures, and are more likely to af-
fect public health on a global scale than bioterrorism; diversion of resources
from these issues are more likely to disrupt than benefit human health. Pre-
paredness for both infrequent bioterrorist events and chronic daily threats may
be pursued synergistically and in a multifaceted approach. Importantly, “pre-
paredness” should not be measured or judged by perceived failures when an
outbreak or terrorist event “gets past the safeguards”. The latter is inevitable as
ecological mechanisms and human ingenuity adapt to public health actions.
Rather, public health efforts are necessarily work-in-progress and must evolve
as needs arise. This may, at times, require more flexibility than political climates
currently allow.

The role of the infectious disease physician, and indeed, the public health
system, continues to evolve in unprecedented ways. Infectious disease physi-
cians are a diverse and immeasurable resource to public health preparedness
and response to infectious agents. Many infectious disease physicians follow the
media, recognize the likelihood that they will be involved as both experts and
first-responders to an infectious disease crisis, and are anxious, therefore, to be
included in preparedness efforts. Few have been. Infectious disease physicians
are typically in leadership roles in their hospitals, related to infection control,
and are among the first to be contacted by colleagues and local institutions
seeking advice about unusual infections, their opinions regarding infectious
disease issues in the news, and bioterrorism preparedness in general. At some
level, it is often assumed by other health care workers that infectious disease
physicians are “in the loop” with public health planning. It should be ensured
that indeed they are.
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Modulation of Innate
Immunity to Protect Against
Biological Weapon Threat
KEN ALIBEK and CATHERINE LOBANOVA

1. BIOTERRORISM AND BIOLOGICAL WEAPONS THREAT

Quelling terrorism presents one of the biggest challenges of the twenty-
first century. The potential for infectious diseases to be used as weapons has
been recognized for centuries. Throughout history, there have been numer-
ous attempts to kill people using various means to initiate outbreaks and
epidemics.(1) During the twentieth century, however, this potential has been
realized on a large scale with the development of production methods capa-
ble of producing large quantities of pathogenic micro-organisms to infect and
disease humans and livestock.(2) For years, numerous countries have carried
out research on the possibility of developing and using biological weapons as
mass casualty weapons in military conflicts and large-scale wars.

Although the international community attained an understanding of the
danger posed by biological weapons, a movement to prohibit the develop-
ment and use of biological weapons began simultaneously. By the beginning
of the 1970s, it resulted in the creation and ratification of a treaty banning the
research and manufacture of biological weapons. Many countries, however,
continued to work clandestinely in the area of developing and manufacturing
biological weapons until the end of the twentieth century, but the threat of us-
ing biological weapons in a military setting was obviously diminishing because
of the end of the cold war.

KEN ALIBEK and CATHERINE LOBANOVA • National Center for Biodefense, George
Mason University.

39



40 KEN ALIBEK and CATHERINE LOBANOVA

As this threat diminished, however, a new threat began to emerge—the
threat of bioterrorism. Though it is not entirely recognized by the world as a
new form of terrorism, we in the United States fully understand that we are on
the edge of new incoming threat(3) and we understand the necessity to respond
to this challenge in the nearest future.

Biological weapons are mass casualty weapons based on bacteria, viruses,
rickettsiae, fungi, or toxins. Biological weapons are unique in their diversity
compared to nuclear, chemical, or conventional weapons. Dozens of different
biological agents can be used to make a biological weapon and each agent
produces a markedly different disease.

To date there have been few terrorist attacks using biological weapons, but
terrorist groups are exhibiting increasing interest in unconventional weapons.
In addition, advances in biotechnology have made biological weapons pro-
gressively less expensive and easier to produce. Although the most advanced
and effective versions of biological weapons require sophisticated equipment
and scientific expertise, which is only likely to be possessed by a nation or a
state-sponsored terrorist group, there is considerable concern that primitive
biological weapons can be produced in a small area by someone with mini-
mal equipment and limited training. The general consensus among defense
experts has been that a terrorist biological attack is not a matter of “if” but
a matter of “when.” Clearly, the anthrax bioterrorist attack that followed the
September 11, 2001, terrorist attacks has demonstrated that “when” is indeed
“now.”

The continuously growing threat of bioterrorism makes the issues of un-
derstanding the threat, and the types of medical defense needed to address
the threat, critical issues. A more comprehensive understanding of the bioter-
rorism threat will direct us to the appropriate avenues to address this threat
and will result in novel prophylactic and therapeutic methods and means for
diseases caused by biological weapons.

Biological weapons can be deployed in three ways:
� Contamination of food and water supplies, which are ingested by the

victims.
� Release of infected vectors, such as mosquitoes or fleas, which then bite

the victims.
� Creation of an aerosol cloud that is inhaled by the victims.

Water contamination is the least effective method for disseminating bi-
ological weapons, particularly in countries with effective water treatment sys-
tems. The effectiveness of a biological attack on the water supply would be
limited both by the presence of disinfecting agents such as chlorine in the
water, and also by dilution of the agent in the enormous volume of water
present. Food contamination would most likely be used in a terrorist rather
than in a military attack, since it is difficult to contaminate enough food to gain
a military advantage. The agents that can be disseminated by food or water
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contamination are limited to those for which the intestinal tract can serve as a
portal of infection.

Release of infected vectors is not a particularly efficient method for military
purposes, but could be used for terrorist purposes to produce disruption of
various vital activities and panic. The choice of agent would be limited to those
agents that are naturally disseminated by vectors.

For either military or terrorist purposes, creation of an aerosol cloud—
usually accomplished by explosion or spraying—is by far the most efficient and
effective mode of deploying biological weapons. Aerosol dispersion is the only
method that can effectively be used against large target areas. Practically any
biological threat agent can cause a pulmonary infection and such infections
are often more severe and more lethal than the naturally occurring form of
the infection. Thus, effective biological defense must first and foremost involve
protection against an aerosol attack.

In military scenarios, the use of aerosolized biological weapons and the
methods used to deploy them are usually designed to provide devastating ef-
fects over large areas. For example, in the late 1980s Soviet military planning
determined that one medium-range bomber equipped with two 2-ton spray
tanks would effectively cover more than 1000 square kilometers and result in
extensive casualties across the entire area. However, even a smaller scale mili-
tary or terrorist attack would have the potential to cause a significant number
of casualties, as well as tremendous panic, and a disruption of the economy
and other vital activities. For example, the Council of Economic Advisors es-
timates that the cost of a smallpox attack could approach $177 billion dollars
per week.(4, 5)

This enormous destructive potential stems from the peculiarities and un-
certainties inherent in a biological attack:

� A biological weapons attack may go undetected until victims begin to fall
ill, which will complicate diagnosis, treatment, and containment efforts.

� Once a biological attack has been detected, additional time will likely
pass before the causative agent has been conclusively identified, again
complicating diagnosis, treatment, and containment efforts.

� It will be difficult to determine the size and perimeter of the contami-
nated areas, making it difficult to estimate the number of exposed, iden-
tify those exposed, and determine where to conduct decontamination
operations if necessary.

� The target population is not likely to be vaccinated against the threat
agent (for most threat agents, no vaccine is available; if a vaccine is
available, the majority of the population will not be vaccinated because
these agents generally do not present a current public health threat).

� The few vaccines that exist against biological threat agents will be of
very little use once an attack has taken place, since they do not reach
full effectiveness until days to weeks after inoculation.
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� Treatment options are limited or nonexistent for the majority of biolog-
ical threat agents.

� The public and military health services are not well equipped in
terms of personnel, equipment, or pharmaceuticals to accommodate
a widespread epidemic.

� A biological attack will incite panic and result in an influx of patients—
many of whom are not ill or were not even exposed—to already over-
burdened health care facilities.

Thus, the potential results of a biological weapons attack—whether against
the military or civilians—are large numbers of diseased and dead, a panicked
populace, an overwhelmed health care system, and significant disruption of
economic and military activity.

1.1. Current Medical Defense Against Biological Weapons

Medical defense against biological weapons can be divided into three
categories:

� Early pre-exposure prophylaxis: protective means administered long be-
fore a biological attack; this includes vaccines and means for passive
immunization.

� Urgent pre- and post-exposure prophylaxis: preemptive use of protective
means before an imminent attack or administered after an attack has
taken place, but before the patient develops symptoms.

� Treatment: etiologic, pathogenic, and symptomatic therapy adminis-
tered after the patient has developed symptoms.

Vaccines are currently the primary means of preexposure prophylaxis. How-
ever, the utility of vaccines is limited by:

� Time to reach effectiveness: a vaccine takes weeks to months to reach
full effectiveness.

� Specificity: because it works by prompting the body to produce specific
antibodies; currently available vaccines protect only against one specific
disease.

� Lack of availability: for most biological weapons threat agents, no vaccine
has been developed.

Vaccines can serve as effective pre-exposure prophylaxis only when:
� The target population is well defined and can be identified well in ad-

vance of an attack.
� The biological threat agents in the enemy’s biological weapons arsenal

are known.
� Vaccines for those agents have already been developed.
� The biological agents used are not genetically altered strains capable of

circumventing a vaccine.



INNATE IMMUNITY TO PROTECT AGAINST BIOLOGICAL WEAPON THREAT 43

Some military and almost all terrorist scenarios will not meet all of these
criteria.

Certain drugs can be used as pre-exposure or post-exposure chemopro-
phylaxis, either alone or, for certain diseases, in combination with vaccines.
Drugs are more rapid-acting than vaccines. However, chemoprophylaxis en-
tails some of the same problems as vaccines. Although antimicrobial drugs
are not as specific as vaccines—for example, a single antibiotic can be effec-
tive against several types of bacteria—they still can be useful against a very
limited number of threat agents. Thus, the agent must first be identified for
an effective chemoprophylaxis to be selected. As with vaccines, no effective
chemoprophylaxis has been developed for most threat agents. The situation
is not much better for the treatment of diseases caused by biological weapons,
as effective treatments are available for only a limited number of the possible
threat agents.

It is unlikely that the situation with vaccines, chemoprophylaxis, and treat-
ment will improve significantly in the near future. Current vaccines are by
their very nature, specific, and thus it will take a long time to start under-
standing how to develop a “universal” vaccine to protect against a wide va-
riety of pathogens. Antimicrobial drugs usually work by disrupting specific
elements of microbial metabolism; these specific elements are common only
to certain limited groups of microbes. Developing a truly broad-spectrum an-
timicrobial drug would entail finding an element (or elements) of microbial
anabolic or catabolic metabolism that is common to a number of pathogens
but does not exist in human cells (e.g., microbial enzymes).(6) Even though
this approach shows promise, it is unlikely to have such products in the near
future.

The aims of medical defense against biological weapons are to ensure
the survival of the target population and minimize loss of manpower. These
must be accomplished in situations where the target population is large and
probably also poorly defined; where the attack is not immediately apparent or
its scale is unknown; and where the biological agent used in the attack is not
immediately defined. Therefore, our biodefense arsenal should also focus on
approaches that are prophylactic, rapid-acting, long-lasting, effective against a broad
spectrum of threat agents, effective against aerosol attacks, and relatively easy to deliver
to a large population.

Successful prophylactic approaches are likely to have a greater impact than
successful treatment approaches for three reasons. First, successful prophy-
laxis means no illness and no loss of manpower capability, whereas with suc-
cessful treatment there is still a period of illness and consequent manpower
loss. Second, prophylaxis is much less manpower- and resource-intensive than
treatment, and in general has a higher probability of success. Third, if the bi-
ological agent is contagious, successful prophylaxis will contain an epidemic
much more quickly and effectively than successful treatment.

Rapid-acting approaches do not require that the potential target pop-
ulation be identified months or weeks in advance, as is the case if vaccines
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are employed as prophylactic measures. A rapid-acting approach increases the
likelihood of preventing disease symptoms from developing, as it expands the
window in which prophylaxis will be successful.

A successful approach must be sufficiently long-lasting so that the fre-
quency of its administration does not present an overwhelming operational
burden or interfere with the war-fighting capability of troops.

Approaches that are effective against a broad spectrum of threat agents
will eliminate the limitations of specificity that existing chemoprophylaxis and
vaccines have. Such approaches can be used as pre-exposure prophylaxis even
when the exact threat agent is unknown, or can be used as post-exposure pro-
phylaxis even when the attack agent has not yet been conclusively identified. A
broad-spectrum approach will also provide effective prophylaxis against agents
for which one does not currently exist.

A successful approach must be effective against an aerosol attack, as this is
the most likely mode of attack in a military scenario. Furthermore, in a terrorist
scenario, an aerosol attack will likely result in far greater numbers of casualties
than attacks delivered by other means.

An approach that is relatively easy to deliver is essential to address the
logistics of a limited number of medical personnel administering prophylaxis
to an enormous potential target population.

The target effectiveness of any eventual product is protection against 10—
20 LD50 (ID50) of common biological threat agents.(7) This level of effectiveness
is predicted to provide protection for 90–99% of potential casualties, a predic-
tion based on both Soviet and American data. In the 1970s and 1980s, Soviet
biological weapons scientists analyzed the distribution of LD50 among experi-
mentally infected animals in field tests with aerosol biological weapons. They
found that in standard military situations, using existing dispersion methods,
the great majority (90–99%) of subjects were infected by 1–10 LD50 (ID50)
of the agent.(6) In 1991, an US estimate of the average concentration of an-
thrax (biological weapon) to which American soldiers in Operation “Desert
Storm” could be exposed was 6 LD50.(8) Thus, in theory, prophylaxis that pro-
tects against 10 LD50 of an agent could be expected to protect 90–99% of the
potential casualties of a biological attack.

When developing protection against biological weapons it is important
to envision which prophylactic preparations would be applicable to which
scenarios:

� Potential attack: Intelligence indicates that troops are at high risk of bi-
ological attack (similar to the situation encountered by troops deployed
in the Persian Gulf War).

� Suspected attack:
� An unusual explosion or release has been detected that may have been

a biological attack.
� A biological attack is suspected based on an unusual disease outbreak.
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� Confirmed attack:
� A biological attack has been confirmed by biological detection equip-

ment.
� A biological attack has been confirmed based on an epidemiological

evaluation of an unusual disease outbreak.

One possible way to develop this type of protection is to find effective
and safe approaches and means to modulate the host’s immune system’s re-
sponse to biological threat agents. Innate immunity might be considered a
feasible “target” for such modulation due to its peculiarities to respond to any
“non-self” agents without having a memory, which is the major requirement
for the adaptive immunity.(9) We need to explore possible ways to develop
protection based on the innate immunity modulation for both full protection
and providing “a golden hour” timetable until specialized medical care is avail-
able, or newly formed specific immunity would eliminate the pathogen in the
host.

2. IMMUNE SYSTEM

The immune system is composed of many different networks of cellular
and soluble components that interact to eliminate pathogens. The immune sys-
tem is conventionally divided into at least two distinguishable subsystems that
predetermine two different types of immune responses: nonspecific and spe-
cific. Against biological agents, the first line of defense is nonspecific (innate)
immunity, which is usually followed by acquired (specific) immune responses.
Innate immunity responds quite rapidly and does not require a previous “mem-
ory” to a pathogen to attack and eliminate it. Adaptive (acquired) or specific
immunity is a much better described and “used” part of the immune system.
Among the conditions required to initiate the elimination of a pathogen is
“memory” meaning that in order to react, the immune system should have
encountered the pathogen previously, or the host should live long enough
during the same infection in order to develop this memory. It is important to
mention that the adaptive immunity exists only in vertebrates; all other multi-
cellular organisms have just the innate immune system for battling infectious
diseases.(10) Although, in humans and other vertebrates, innate immunity is
considered to be the early initial response to a pathogen, it alone is potentially
capable of eradicating infection of the host. In other cases, when the innate
immune system is not capable of eliminating the pathogen, it may reduce sig-
nificantly the pathogen load, allowing for a slower spread of the infection,
reduced pathology, and a more effective clearing of the infection by the later
induced response.(11)

When comparing the innate and adaptive immune systems, several differ-
ences can be appreciated.(12) The innate immune system has a rapid response
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TABLE I
Cellular and Soluble Components of the Immune System

Type of immune system Cellular components Soluble components

Innate immunity Macrophages
Monocytes
Neurophils
Dendritic cells
Basophils
Eosinophils
NK cells
LAK cells
Epithelial cells

Cytokines
Chemokines
Complement proteins
Acute phase proteins
Long petraxins
Defensins
Cathelicidins
Histatins

Adaptive immunity T-lymphocytes
B-lymphocytes

Specific immunoglobulins

Overlapping (Innate–Adaptive)
Immunity

Macrophages
Dendritic cells
NK cells

Cytokines
Chemokines

(hours to a few days) whereas the adaptive system has a delayed response
(days to weeks). The innate system reacts to a “pattern” rather than to a spe-
cific epitope that is characteristic of adaptive immunity. The innate immune
system has no memory response and will be activated to the same degree
when encountering a particular infectious organism on repeated occasions.
In contrast, the adaptive immune system has memory and can respond more
rapidly to a second challenge, and with an enhanced activity against the infec-
tious agent. The most important components of both systems is provided in
Table I.

As is seen from Table I, there exist both soluble and cellular compo-
nents of the innate and adaptive immune systems, which play an essential
role within the specific system. For example, neutrophils and defensins have
a primary role in innate immunity, whereas B-lymphocytes and specific an-
tibodies are essential players within the adaptive immunity. However, there
are many cellular and soluble components that participate in the response
of both the innate and adaptive immunities, as well as the many components
that bridge and orchestrate nonspecific and specific immune responses. The
following examples demonstrate some interconnections within the immune
system:

� Macrophages and dendritic cells present antigens to generate T-memory
lymphocytes

� T-helper lymphocytes produce both pro-inflammatory and anti-
inflammatory cytokines that modulate the activity of innate immunity
phagocytes and NK cells
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� Formation of membrane attack complex of complement as well as the
formation of C3 and C5 complement proteins that play an important
role in opsonization and chemotaxis can be initiated via the classical
pathway as a result of antigen–antibody complex formation

� Chemokines produced mostly by neutrophils play an important role in
the chemotaxis of lymphocytes

Of course, there exist a number of other examples of a mutual interaction
and influence between the innate and adaptive immune systems. It shows that
the division based on the allocation of specific cellular and soluble components
into one or another part of the immune system has a significant degree of
convention. Attempts to develop a logical division between these two systems
will not succeed because they are highly interconnected.

3. INNATE IMMUNITY

As with the immune system itself, innate immunity consists of two major
components: soluble and cellular. However, some scientists divide innate im-
munity into a three-element system composed of mechanical, chemical and
cellular components.(13) The mechanical component is the physical barrier
provided by the skin and mucosa, supported by physical functions such as cilial
action, motility, desquamation, and mucus secretion. The cellular component
includes the cells capable of killing pathogens through various mechanisms
upon activation. This component includes macrophages and monocytes, neu-
trophils and other granulocytes, NK and LAK cells, epithelial, mast, and den-
dritic cells. The third component of the innate immune system is the chemical
component, which includes soluble and cell-associated pattern recognition
molecules, antimicrobial proteins and peptides (e.g., acute phase reactants,
complement proteins, etc.), and chemokines and cytokines that mediate the
immune response and function.

A common feature of the innate immunity is that all mechanisms of this
response have evolved to recognize and respond to conserved structures of
microorganisms. These recognized features include particular bacterial carbo-
hydrates, lipopolysaccharide (LPS; recognized by Toll-like receptors), or forms
of bacterial DNA (unmethylated cytosine-guanosine-rich areas known as CpG
sequences) that are not seen in human genes.

Even though this classification is more comprehensive, it cannot be con-
sidered a true classification of the innate immunity. Many elements of the first
component do not constitute true immunity. Some of them are actually me-
chanical barriers with other major functions, and their participation in the
protection against infectious agents is a sort of extension of their basic func-
tions. The inclusion of cell-associated pattern recognition molecules is hard to
justify as a separate component of the innate immunity since these molecules
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are a part of the cellular component as many other surface molecules that par-
ticipate in signal transduction. Proceeding from this, it is still logical to divide
the innate immune system into the cellular and soluble component subsystems.

4. PULMONARY INNATE IMMUNITY

In biological weapons defense, the role of the respiratory tract’s innate
immunity cannot be overestimated. As stated above, significant casualties will
likely be the result of an aerosol biological weapons attack. The great majority
of people diseased as a result of such an attack will be infected via the respiratory
system, the main portal of all aerosol infections. The ability of the respiratory
tract’s innate immunity to effectively respond to the invading pathogens is
critical if the host is to reduce the probability of getting diseased. Pulmonary
innate immunity has a number of various components and pathways involved
in the eliminating of microbial pathogens.

4.1. Major Components of Pulmonary Innate Immunity

Lysozyme is a major constituent of lavage fluid and sputum, and repre-
sents an important antimicrobial defense, particularly against Gram-positive
bacteria. It is produced by glandular serous cells, surface epithelial cells,
and macrophages. It was shown that elimination of pulmonary pseudomonas
and streptococcal infections could be dramatically enhanced by this en-
zyme. Furthermore, clinical study of susceptibility and resistance to acute
bronchitis showed a correlation of protection with levels of macrophage-
derived lysozyme.(5) The mechanism of this enzyme’s action is well understood;
lysozyme has a direct lytic effect on bacterial peptidogycans.

Lactoferrin is another component of the constitutive defenses in the air-
ways and is produced by serous cells as well as neutrophils. Like many of the
other mucous constituents, it is able to kill and agglutinate bacteria that it rec-
ognizes on the basis of carbohydrate motifs, as well as stimulating superoxide
production by neutrophils. As with lysozyme, the concentration of lactoferrin
is markedly increased in the lower respiratory tract in subjects with chronic
bronchitis.(8)

The α- and β-defensins show broad microbicidal activity against Gram-
negative and Gram-positive bacteria, fungi, and some viruses. They are not
specific to the lungs, and are found in other mucosal membranes including the
gut and reproductive tract. They act by inducing permeabilization and are up-
regulated in the lungs in response to the inflammatory cytokine, interleukin-1
(IL-1).(9) Binding of defensins to complement components also leads to trig-
gering the alternative complement cascade.

Collectins are a large family of proteins that have the ability to recognize and
bind to carbohydrates on the surface of pathogens including both bacteria and
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viruses. This binding results in a number of defensive mechanisms, including
activation of the alternative pathway of complement cascade as well as activa-
tion of macrophages and lymphocytes. Key members of the collectin family
include surfactant proteins A and D (SP-A and SP-D) and mannan-binding
lectin (MBL).

Complement is another major component of innate immunity.
Complement-mediated cytolytic activity is described as an accessory re-
action to antigen–antibody interaction and can also be activated by another
pathway that is triggered by susceptible foreign surfaces such as bacteria and
yeast cell walls.(14) A third pathway, the lectin pathway, which, although it is
probably an ancient pathway, was only recently discovered.(15) Complement
proteins and complement receptors play an important role in the respiratory
mucosal immune system. Complement cascade can be directly activated in
response to an encounter with invading pathogens through any of the above-
described pathways.(16) Although there are a large number of complement
components that play an important role in the respiratory defense, the third
component of complement, C3, has a central role in all three pathways. C3
fragments are deposited on the surface of pathogenic bacteria, “marking”
them for macrophage phagocytosis. There are other mechanisms and com-
ponents involved in the pulmonary defense against respiratory pathogens.
For example, the C5a receptor apparently plays an important, nonredundant
role in the transport and activation of neutrophils and macrophages.(17) Even
though debate still continues as to which complement activation pathway
plays the primary role, there is no debate that this cascade is critical for the
protection of the respiratory tract.

Immunoglobulin A, the major immunoglobulin found in the healthy respira-
tory tract, is considered the most important immunoglobulin in the pulmonary
mucosal immune system. Like other immunoglobulins, it must be made and se-
creted by B- lymphocytes. However, unlike the other immunoglobulins found in
the lung, specifically IgG and IgE, it is not part of the T-lymphocyte-dependent
immune response. It prevents the adherence and absorption of antigens and
is capable of neutralizing various pathogens, including viruses, directly within
the epithelium. In addition, IgA antibodies are potential participants in inflam-
matory reactions as they can bind to receptors on a variety of leukocytes and
are apparently capable of activating the alternative complement pathway.(18)

As IgA-producing plasma cells are short-lived (with a half-life of 5 days), the
process of B-cell differentiation into IgA plasma cells is important in main-
taining effective mucosal immunity. Cytokines IL-4 and IL-5 have been found
to regulate the two major steps in differentiation of IgA B cells: first, isotype
switch differentiation of surface IgM-bearing B cells into surface IgA-bearing
B cells and, second, terminal differentiation of IgA B cells into IgA-producing
plasma cells.(19) In addition, the human airway epithelium constitutively pro-
duces IL-2, tumor growth factor (TGF)-β, IL-6, and IL-10 factors, which are
essential for B-cell clonal proliferation, IgA isotype switch, and differentiation
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into IgA-producing plasma cells.(20) The IgA response is an important com-
ponent of rapid, local lung immune responses to infection by viruses and
bacteria that use the respiratory tract and the portal and the primary site of
infection.

4.2. Interferons and Other Cytokines

Another rapid response to infection (especially to viral infection) comes
from the type I interferons (IFNs), IFN- α, and IFN-β. This is part of the
direct, autonomous response of cells in the respiratory tract, including ep-
ithelial cells and macrophages, to viral infection. As a consequence of type I
interferon release, a number of factors are released that have the ability to
interfere with intracellular replication. These interferons, together with some
other cytokines including IFN-γ, IL-3, M-CSF, GM-CSF, and TNF-α, play an im-
portant role in the pulmonary defense by priming alveolar macrophages for
selected functions. Primed macrophages respond to secondary stimuli to be-
come fully activated, that is, becoming capable of killing intracellular parasites,
tumor cell lysis and secretion of mediators of inflammation including TNF-α,
prostaglandin E2, IL-1 and IL-6, which in turn activate other mechanisms of
pulmonary defense against various pathogens entering the respiratory tract.
Cytokines also increase the microbiostatic and killing capacities of neutrophils
against bacteria and fungi. IFN-γ and GM-CSF independently amplify neu-
trophil antibody-dependent cytotoxicity. Anti-inflammatory cytokines IL-4 and
IL-10 inhibit the production of IL-8 and the release of TNF-α and IL-1, thus
blocking neutrophil activation.(21) Various cytokines are basic regulators of
neutrophil functions. Many of them, including hematopoietic growth factors
and pyrogens, have shown to be potent neutrophil priming agents. The pyro-
genic cytokines IL-1, TNF, and IL-6 all prime various pathways that contribute
to the activation of NADPH (β-nicotinamide-adenine dinucleotide phosphate,
reduced) oxidase. Proinflammatory cytokine IL8, also known as neutrophil-
activating factor, is a potent chemoattractant; it synergizes with IFN-γ, TNF-α,
GM-CSF and granulocyte colony stimulating factor (G-CSF) to amplify various
neutrophil cytotoxic functions. Neutrophils also synthesize and secrete small
amounts of some cytokines, including IL-1, IL-6, IL-8, TNF-α and GM-CSF; they
may act in an autocrine or paracrine manner.

A summary of the functions of the major cytokines in the pulmonary
immune system is provided in Table II.

4.3. Known Pathways of Pathogen Elimination by the Pulmonary
Innate Immunity

There are numerous known pathways along which the various components
of the pulmonary mucosal immune system interact. One nonspecific pathway
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TABLE II
Major Cytokines Activities in Pulmonary Host Defense

Cytokine Roles in pulmonary host defense

IFN-α/β • induce antiviral state
• induce cell growth
• induce class I MHC antigens
• activate monocytes/macrophages
• activate natural killers
• activate cytotoxic T cells
• modulate immunoglobulin synthesis in B cells

IFN- γ • induces antiviral state
• induces cell growth
• induces class I and II MHC antigens
• activates monocytes/macrophages
• activates natural killers
• activates cytotoxic T cells
• modulates immunoglobulin synthesis in B cells
• induces Fc receptors in monocytes
• inhibits the growth of nonviral intracellular pathogens

IL-1 • activates monocytes/macrophages
• enhances activation of T cells

IL-2 • induces T cell proliferation and differentiation
• co-stimulates B cell proliferation and differentiation
• augments natural killers
• induces adhesion molecules

IL-8 (and other
chemokines)

• promotes neutrophil chemotaxis and activation (neutrophil activating
factor)

• activates T cells

IL-12 • induces natural killer activity and Th1 responses
• induces IFN-γ production
• enhances cell mediated cytotoxicity

IL-15 • induces T cell proliferation and differentiation (similar to T cell activities
of IL2)

GM-CSF • activates macrophages
• activates granulocytes
• activates eosinophils

TNF-α • induces monocytes/macrophage activation
• induces signaling pathways that lead to proliferation

for macrophage elimination of intracellular microorganisms and viruses (virus-
infected cells) proceeds as follows:

� Antigen (Ag) is taken up by macrophages and presented (complexed
with class II MHC) to CD4+ cells, which were previously exposed to the
Ag
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� CD4+ cells (after engaging Ag-MHC) release IFN-γ and IL-2,
macrophage and lymphocyte chemotactic factors

� IFN-γ induces endothelial cells to increase expression of adhesion
molecules that leads to intensive egress of macrophages and lympho-
cytes through the endothelial barrier

� IFN-γ and IL-2 act as proliferation and activation signals leading to the
expansion of T-cell memory clones and newly arrived T cells

� T cells (activated by IFN-γ and IL-2) start secreting MIF (migration
inhibiting factor) that prevent macrophages from leaving

� Simultaneously T cells start secreting IFN-γ and GM-CSF that lead to
activation of macrophages; the activated macrophages are able to elim-
inate intracellular bacteria and virus-infected cells

� Activated macrophages secrete IL-1 and TNF-α to potentiate the secre-
tion of IFN-γ and GM-CSF.

Other specific and nonspecific pathways for the elimination of viral pathogens
include:

� IL-12 pathway: IL-12 activates natural killer cells, which produce IFN-γ
that leads to induction of antiviral state

� Cytotoxicity pathway: IFN-α/β activate natural killer cells, inducing the
natural killers’ cytotoxic activity

� Antibody-dependent cellular cytotoxicity pathway: once virus-specific
antibodies are introduced, natural killer cells, using their immunoglob-
ulin receptors, lyse virus-infected cells

� IL-8 (and other chemokines) pathway: many chemokines rapidly and
profoundly activate neutrophils that results in the neutrophils’ adher-
ence to opsonized microorganisms, whereas MIP-1-α activates inflam-
matory response of natural killers

There are a number of other mechanisms for eliminating intracellular
microorganisms (specifically viruses). For example, the antibody effector sys-
tem reviles its antiviral activity through the complement-mediated cytotoxicity
and/or antibody-dependent cell-mediated cytotoxicity of virus-infected cells,
as well as through neutralization of viruses and opsonization of virus parti-
cles. The CD4+ subset effector system also exhibits antiviral activity by aiding
antiviral antibody production.

Effective pulmonary host defense against bacterial and viral infections re-
quires cytokine-dependent activation and recruitment of phagocytic cells and
adequate lymphocyte cell response. Initiation, maintenance, and resolution
of the inflammatory response in the setting of infection are also dependent
on the expression of cytokines. Many studies have demonstrated the impor-
tance of cytokine regulation in host immune response, including in pulmonary
(mucosal) host defense, and several studies have indicated that immunologic
manipulation of cytokine expression has considerable potential for the treat-
ment of serious lung infections.
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Many of the pathways described above lead to the release of mediators
that have the effect of increasing migration of neutrophils (which constitute
the first line of defense against infectious agents or “non-self” substances that
penetrate the body’s physical barriers) to the lung. Within a few hours of ex-
perimental infection or LPS injection, there is massive neutrophil recruitment
until these cells constitute 60–80% of bronchial alveolar lavage (BAL) cells.
This can occur through the stimulation of factors including IL-8, complement
activation, or the release of chemokines. Activated neutrophils have an enor-
mous capacity to phagocytize and neutralize bacteria, and can also secrete
various factors including defensins, TNF-α, interleukin-1β (IL-1β) and IL-6
that leads to the additional neutrophil recruitment and the enhanced alveolar
macrophage response, both of these contributing to the accelerated clearance
of the infection.(18)

There is another group of phagocytic cells that play a critical role in lung
defense. These cells are alveolar macrophages whose role in non-specific pul-
monary defense cannot be overestimated. They play a pivotal role in host lung
defense mechanisms. Alveolar macrophages are highly versatile and specialized
cell types with an impressive repertoire of functions that are expressed accord-
ing to the activation status. Activated macrophages engulf bacterial pathogens,
take them into the regional lymph nodes, and eliminate them either in route
or in the lymph nodes.

Viruses attempting to infect cells in the lung face potential attack from one
more cell-type of the rapid, innate response, that is, natural killer (NK) cells. NK
cells derive from the same hematopoietic lineage as T-lymphocytes, but, unlike
those cells, do not have to mature in the thymus and do not express re-arranged
antigen receptors. NK cells use what is now appreciated to be a large number
of families of cellular receptors to survey the body, looking for cells that, for
reasons of viral infection or transformation, have altered expression of human
leukocyte antigen (HLA) class I tissue antigens. If the NK cells fail to receive a
cellular signal that normal HLA class I has been recognized, they enter a pro-
gram of activation leading to lysis of the infected cell and release of interferon-γ
(IFN-γ). This may in turn lead to recruitment of other cells. For example, in
experimental RSV infection, there is an extremely rapid antiviral NK cell IFN-
γ response that precedes and leads to recruitment of virus-specific, cytotoxic
T-lymphocytes.(19) Local release of IL-12 is an important early event leading to
stimulation of NK cells for such rapid anti-viral responses in the lung.(20)

5. MODULATION OF IMMUNITY FOR PROTECTION AGAINST
INFECTION

The immune system can be stimulated nonspecifically in an antigen-
independent manner by modulators of immune function. A diverse array of
recombinant, synthetic, and natural immunomodulatory preparations are be-
ing investigated extensively in clinical and preclinical studies.



54 KEN ALIBEK and CATHERINE LOBANOVA

Immunotherapeutics may act by neutralizing or direct lysis of pathogens,
by interfering with microbial gene expression and growth, by enhancing and
activating immune cells or a combination thereof.(22)

There are a certain number of publications on the use of immunother-
apy for the treatment of bacterial infection, but probably it would be fair to say
that none of them can be comparative with the therapeutic effect of traditional
antibacterial therapy. More progress has been made in the use of immunomod-
ulators for the treatment of certain viral infections including influenza, HIV,
and hepatitis.(23–25) Currently available antifungal chemotherapy often fails
to eradicate fungal infections and application of immunotherapy to enhance
impaired host immune responses has attracted attention with some positive
results. There is increasing evidence that CSFs can alter the course of estab-
lished fungal infections(26) and IFN-γ can be useful as an adjunctive therapy
for treatment of certain fungal infections.(27) The use of immunotherapeutics
in oncology has also been extensively studied.

Even more promising results are seen in regard to immuno-prophylactics.
However, changing the fine balance of immune mechanisms used to fight a
particular pathogen may lead to an altered inflammatory response and in turn
to inflammatory tissue damage.

Immunomodulators can be classified into the following main cate-
gories: whole microbes—attenuated strains, whole heat-killed bacteria; mi-
crobial products—bacterial homogenates, isolated fractions; compounds of
natural origin—calf thymic hormones, glucans, plant fractions; synthetic
compounds—isoprinosine, muramyl peptides; and compounds of endogenous
origin—cytokines.(28) Some antibiotics possess immunomodulatory features as
well.

Probiotics, especially lactic acid bacteria, are immunomodulatory.(29) They
are mostly used to prevent antibiotic-associated diarrhea and to treat other diar-
rheal illnesses caused by bacteria, but there is some evidence that they may have
an effect on some respiratory infections as well. This concept has been proven
correct for bacterial extracts, which have been used as immunomodulators to
prevent recurrent infections of the respiratory tract. It is known that activated
lymphocytes from the gut are capable of conferring protective immunity by
disseminating into the intestinal tract and other mucosal tissues located in
respiratory and urogenital organs. Thus, stimulation of the gut-associated lym-
phoid tissue can lead to the induction of a generalized response by the whole
mucosal-associated lymphoid tissue. Functional tests on alveolar macrophages
have shown increases in motility and in the production of superoxide anion
and chemiluminescence.(27)

Therapy with thymus extract preparations has been studied and confirms
the effectiveness of treatment with thymomodulin in patients with recurrent
respiratory infections, even though the immunological background of clinical
improvement remains to be elucidated.(30) Methyl inosine monophosphate
(MIMP), a novel thymomimetic purine immunomodulator, was proven to be
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capable of enhancing a wide variety of immune responses. For example, follow-
ing influenza challenge infection, mice that were administered MIMP demon-
strated complete survival and reduction of viral load.(31)

An immunomodulator, glucan phosphate, induces protection in murine
polymicrobial sepsis through stimulation of the PI3K pathway and may have
some effectiveness for preventing or treating sepsis and/or septic shock.(32)

Lentinan, one of the glucanes that is isolated from an edible Japanese mush-
room and currently licensed for antitumor therapy in Japan, also demonstrates
certain protection against influenza and some other viruses.(27)

Regardless of a large number of publications, which show promising re-
sults on the use the above-described and other exogenous mediators of innate
immune response, the most promising results, however, in our opinion, should
be expected from the use of immunomodulators of endogenous origin because
they are natural elements of the immune system’s function and response.

The concept of using endogenous immunomodulators for protection and
treatment is not new. Several publications over the past two decades have con-
firmed the high efficacy of cytokines to protect against and treat viral and
bacterial diseases.(33–35)

Over the last twenty years interferons have received considerable atten-
tion as potential preparations to be used for the treatment of a number of
acute and chronic disorders. For example, IFN-γ therapy has been licensed
for the treatment of chronic granulomatosis disease and is considered to be a
promising therapeutic anticancer and antibacterial agent.(36)

However, this approach is not currently used to protect against biological
weapon threat agents. Due to the high probability of a smallpox bioterrorist at-
tack and the severe consequences thereof, we studied how effectively cytokines
protected against orthopoxvirus infections.(37, 38) It was shown that some cy-
tokines, namely IL-15 and especially IFN-α and IFN-γ, could be very good
prospects for antiorthopoxviral defense.

Additional confirmation that endogenous mediators are good prospects
is that a number of cytokines are FDA-approved for treatment or prevention
of certain diseases. These include several types of interferon-α (used for the
treatment of hairy cell leukemia, Kaposi’s sarcoma, condyloma acuminatum,
and chronic hepatitis B and C), interferon-β-1b (used for the treatment of
multiple sclerosis), interferon-γ (for treatment of condyloma acuminatum),
interleukin-2 (used for the treatment of metastatic renal cell carcinoma), epo-
etin alfa (used in conjunction with zidovudine for the treatment of HIV infec-
tion), granulocyte colony-stimulating factor (used to prevent infections after
chemotherapy) and granulocyte-macrophage colony-stimulating factor (used
to prevent infections in myeloid reconstitution after autologous bone marrow
transplantation and in the case of bone marrow engraftment failure or delay).

In addition, extensive study of leukocytic and recombinant interferons
(and other cytokines) as well as interferon inducers indicates that these prod-
ucts have therapeutic and prophylactic effects against many other infectious
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diseases, including those that could be used in biological weapons. Human
studies have indicated the utility of interferons in the treatment of acute
pneumonia(39) and respiratory viral infections,(40) hemorrhagic fever renal
virus infection,(41) tick-borne encephalitis,(42) and Japanese encephalitis(43);
of interferon-γ and GM-CSF in human papilloma virus infection(44); of IL-2 in
tuberculosis infection(45); and of GM-CSF against fungi and DNA-containing
viruses.(46) In addition, interferons have shown promise in the prophylaxis
of postsurgical wound infections and postpartum infections,(47) and colony-
stimulating factor in the prevention of infection in myelosuppressed patients.
(48) Numerous animal studies indicate that various cytokines are also effective
in the prophylaxis or treatment of other infectious agents including Caraparu
virus,(49) Rift Valley fever virus,(50, 51) herpes simplex virus,(52) Banzi virus,(52)

Semliki Forest virus,(52, 52) Hantaan virus,(53) Venezuelan equine encephalitis
virus,(54) Marburg and Ebola viruses,(55) yellow fever virus,(56) dengue virus,(57)

smallpox virus,(58) and various Yersiniae(59) and Candida albicans.(60)

Cytokine therapy can be accompanied by adverse effects, which are some-
times severe. These adverse effects are generally associated with relatively
high doses of a single cytokine. Generally, for the best-studied cytokines—
the various interferons and interleukin-2—lower doses are without such side
effects.(61–64) In addition, localized administration techniques—specifically in-
halational administration—have demonstrated a lower rate of adverse effects
(see below). Furthermore, a recent unpublished study has indicated that up
to 60% of the molecules of recombinant cytokine preparations have incorrect
conformations, increasing the likelihood of adverse effects. In transmucosal
administration, such as inhalational administration, the conformation of the
cytokine preparations is reconfigured into the correct (more active and less
toxic) form as they pass through the epithelial and endothelial cells, thereby
decreasing the incidence of adverse effects in comparison with intravenous or
subcutaneous administration.(65)

Inhalational administration of cytokines has been shown effective in a
number of clinical cases. Interleukin-2 (IL-2) has been administered by inhala-
tion in a number of trials to treat pulmonary metastases of renal cell carcinoma
in humans, often in combination with subcutaneously administered interferon-
α. Response to the treatment was generally good and toxicity was low.(66–68)

Another study of IL-2 compared quality of life for metastatic renal cell carci-
noma patients treated with inhalational and intravenous IL-2. Inhalational IL-2
treatment stabilized patient quality of life for a mean of 13.4 months. In con-
trast, patients receiving intravenous IL-2 had a marked decrease in quality of
life, and 3 of 10 patients had to drop out of the study due to treatment-related
toxicity.(69)

This research confirms the probability of using cytokines as well as other
endogenous and exogenous modulators of innate immune response for pro-
phylaxis and possible therapy of infectious diseases including those caused by
biological weapons.
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6. MODULATION OF INNATE IMMUNITY TO PROTECT AGAINST
BIOLOGICAL WEAPON THREAT—A SUMMARY

Currently, in the field of biodefense the major efforts are focused on the
development of vaccines and therapeutic preparations. However, these efforts
are insufficient and another approach should be considered for protecting
troops and civilian population against biological weapons or bioterrorism, es-
pecially in the event of a large-scale biological attack using viral pathogens.

It is important to understand that in the field of biodefense medical pro-
tective measures could be divided into three major types:

� Early preexposure prophylaxis: protective means administered long be-
fore a biological attack; this includes vaccines and means for passive
immunization

� Urgent pre- and post-exposure prophylaxis: preemptive use of protective
means before an imminent attack or administered after an attack has
taken place but before the patient develops symptoms

� Treatment: etiologic, pathogenetic, and symptomatic therapy adminis-
tered after the patient has developed symptoms.

The inclusion of urgent prophylaxis is actually one of the major differ-
ences between protection against biological weapons and naturally occurring
infections. In the field of protection against naturally occurring infections,
attention is not usually paid to urgent prophylactic measures, nor are many
preventive preparations for both pre- and post-exposure prophylaxis devel-
oped. In the case of a large-scale BW attack, however, the situation would be
completely different since large numbers of exposed people (or people sus-
pected of having been exposed) could appear. This situation predetermines
a necessity to develop different approaches and preparations that should be
prophylactic, rapid-acting, long-lasting, effective against a broad spectrum of
threat agents, effective against aerosol attack, and relatively easy to deliver to a
large population.

Understanding that the number of biological agents, which could be used
as weapons of terror, is large and quite diversified, it is impossible at this point
of life science development to devise a preparation that would have a broad-
spectrum therapeutic effect, especially against viral biological agents. However,
one of the possible ways to develop such prophylactic preparations is through
increasing the nonspecific immune system’s response to biological agents.

Particular attention should be paid to innate immunity, which does not
require that the host have encountered the pathogen before to be activated
(as is the case with adaptive immunity), and which would serve as the most
suitable target for accent.

Currently, preclinical and clinical testing is underway on a diverse array
of recombinant, synthetic, and natural immunomodulatory preparations. The
most promising results are likely to occur with the use of immunomodulators



58 KEN ALIBEK and CATHERINE LOBANOVA

of endogenous origin because they are natural elements of the immune system
function and response. Several cytokines have been already approved by the
FDA for use in the treatment and/or prevention of certain diseases, thus sup-
porting the concept of using endogenous mediators. Recombinant versions
of most known cytokine{XE “Cytokines”} mediators of the immune response
have been developed, produced, and used experimentally for determining
their role in immune processes.

Recent research has demonstrated that cytokines can be used to treat
and prevent many diseases of viral and bacterial origin. Many research data
have indicated that certain cytokines may either up-regulate or down-regulate
both nonspecific and specific immune responses against a broad spectrum of
viruses and bacteria. Preventive preparations based on the innate immunity
modulation could protect against biological agents by themselves or by provid-
ing “a golden hour” timetable necessary for the specific immunity formation
to completely eliminate the pathogen. Proceeding from this understanding, it
is extremely important to explore possible ways to research and develop broad-
spectrum protective preparations based on the innate immunity modulation.
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Smallpox: Pathogenesis and
Host Immune Responses
Relevant to Vaccine and
Therapeutic Strategies
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1. INTRODUCTION

Recently, smallpox has been a disease of only historical interest since the
certification of its eradication by the World Health Organization on May 8,
1980.(1) However, there is a growing awareness and apprehension regarding
possible bioterrorist threats with these concerns escalating since the tragedy
on September 11, 2001. Accordingly, there is an increased interest in under-
standing smallpox-induced pathogenesis as well as in the development of new
vaccines and therapeutics. This chapter will discuss the history of smallpox
infection and its eradication. Discovery of methods for protection against nat-
urally occurring smallpox infection will also be discussed, as well as clinical
and epidemiological features of infection, virus structure and pathogenesis as
well as host defense and the immune response. An improved understanding
of the disease is leading to new methods of prophylaxis and therapy that are
discussed in this chapter. In addition, current vaccination strategies will also
be reviewed since the development and licensure of novel smallpox vaccines
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that may be safely used to immunize those with exposure and/or risk factors
is currently of high priority.

2. HISTORY OF SMALLPOX INFECTION AND ITS ERADICATION

Once prevalent throughout the world as an endemic infection, wherever
concentrations of population were sufficient to sustain transmission, small-
pox usually found its major reservoir in children because there is no animal
reservoir for smallpox. Therefore, the virus had to spread continually from
human to human to survive with epidemics occurring when travelers carried
the agent to outlying populations that lacked immunity. Smallpox was first de-
scribed in South Africa by de Korte in 1904 and in the United States by Chapin
in 1913, and subsequently became prevalent throughout the United States,
parts of South America, Europe as well as some areas of Eastern and Southern
Africa.(2) The first evidence that smallpox emerged as a pathogen was some
time after the first human agricultural settlements, about 10, 000 B.C., while
the first scientific evidence for smallpox was identified in the mummified re-
mains of the 18th Egyptian dynasty and Ramses V.(3) Written descriptions of
smallpox typically did not appear until the fourth century A.D. in China and
the tenth century in southwestern Asia. However, earlier descriptions, although
rare, did appear such as the one by Thucydides in 430 B.C. in Athens.(4) There
is no Greek or Latin word for smallpox, although the name variola, derived
from the Latin varius, meaning pimple was first used during the sixth century
by Bishop Marius of Switzerland. By the tenth century, the word poc or pocca, a
bag or pouch, was used to describe smallpox and the prefix small was used to
distinguish variola, the “small pox”, from syphilis, the “great pox”.(5)

The first immunization procedure was termed “variolation”, in which ma-
terial from pustules or scabs from infected persons were deliberately inoculated
into the skin, a method first carried out in India sometime before A.D. 1000.(6)

This method resulted in an infection that was usually less severe than an infec-
tion acquired naturally by inhalation of droplets. Importantly, the method of
variolation was brought to England by Lady Mary Wortley Montague. She had
been disfigured by smallpox in 1715 and while in Istanbul with her ambassador
husband she became aware of the practice of variolation. She, in fact, had her
son and daughter “variolated” which led to some acceptance of this method,
which then spread throughout England. Although a small percentage of in-
dividuals “purposely” infected by the variolation method did not survive, the
mortality was considerably lower than in those naturally exposed and infected
with smallpox. In 1796, Edward Jenner discovered that infection with a more
benign poxvirus caused by cowpox virus, prevented subsequent smallpox in-
fection. He called the material vaccine, from the Latin vacca, meaning cow. The
process of vaccination then began to be employed widely in many countries of
Europe, and within a decade, it had been transported to countries throughout
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the world. Several reasons existed for opposition to the use of Jenner’s vac-
cine strategy including being able to find cows infected with cowpox, or in
some cases, there was a significant opposition among religious leaders who
opposed the principle of infecting humans with an animal-derived serum as
being unnatural. Moreover, confidence in the procedure was challenged when
some individuals who had been previously “vaccinated” acquired smallpox in-
fection. With the flank of the calf offering an adequate and safer supply, the
numbers of vaccinations in Europe increased and subsequently the incidence
of smallpox in more industrialized countries diminished more rapidly. How-
ever, in less developed areas, smallpox infection continued until the middle of
the twentieth century due to the development of a freeze-dried vaccine.(7) With
such a valuable vaccine available, a global eradication plan was initiated by the
Pan American Sanitary Organization in 1950, followed by a plan in 1958 by the
Union of Soviet Socialist Republics proposed to the World Health Assembly
that a global smallpox eradication plan should be undertaken. However, it was
not until 1966, when the World Health Organization provided more funding
that a more intensified program was initiated. Interestingly, in 1967, an esti-
mated 10 to 15 million smallpox cases occurred in 31 countries in which the
disease was endemic. Therefore, the campaign carried out massive vaccinations
in each country reaching at least 80% of the population, and also developed a
system to contain cases and outbreaks. A total of 3, 234 cases of smallpox were
reported from Eastern Africa to the World Health Organization(8) in the pe-
riod January 1–December 6, 1977. The last reported indigenous known case of
smallpox occurred in Somalia on October 26, 1977 in the Merca District. The
source of this case was a known outbreak in the nearby district of Kurtuware
and all 211 contacts were traced, revaccinated, and kept under surveillance.
The last known case of smallpox in Ethiopia occurred on August 9, 1976, in
El Kere Region, while in Kenya, the last case was on February 5, 1977, in the
Mandera District (1977). In 1980, the World Health Organization declared
smallpox globally eradicated.(2,9,10)

3. CLINICAL AND EPIDEMIOLOGICAL FEATURES

Smallpox is a viral disease unique to humans, which is spread from per-
son to person by inhalation of air droplets or aerosols. Twelve to 14 days after
infection, an average patient has a 2- to 5-day period of high fever, malaise,
and prostration with headache and backache followed by the development
of maculopapular rash over the face which then spreads to the extremities.
These clinical symptoms are listed in Table I as compiled and summarized by
the Centers for Disease Control and Prevention (CDC). The rash appears on
the mucosa of the mouth and pharynx, the face, and the forearms and spreads
to the trunk and legs, and becomes vesicular and then pustular, characterized
by round, tense, and deeply embedded in the dermis when crusts begin to
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TABLE I
Clinical Symptoms of Smallpox as Described by the CDC

Clinical
Stage/Sympton Duration Contagious Description

Incubation Period 7 to 17 days NO Following initial exposure, sympton free
Initial Symptoms 2 to 4 days YES Fever, malaise, head and body aches,

vomiting “prodromal phase”
Early Rash 4 days YES Rash emerges as small red spots on

tongue and mouth
Rash develops into sores that break open
Rash then appears on skin, starting on

face and spreading to arms and legs,
then to hands and feet

Within 24 hours, rash spreads to all parts
of the body

As rash appears, fever falls and person
may feel better

By the third day, the rash becomes raised
bumps

By the fourth day, the bumps fill in with
thick, opaque fluid and often have a
depression in the center.

Fever will rise at this time and remain
high until scabs form over the bumps

Pustular Rash 5 days YES The bumps become pustules, sharply
raised, round and firm

Pustules and Scabs 5 days YES The pustules begin to form crust and
then scab

Resolving Scabs 6 days YES Scabs fall off, leaving marks on skin that
eventually become pitted scars

Scabs Resolved — NO Scabs have fallen off and person is no
longer contagious

form by the 8th or 9th day. Eventually scabs form, which separate and leave
pigment-free skin, and pitted scars. In 5 to 10% of smallpox patients, more
rapidly progressive, malignant disease develops. Late in the 1st week or dur-
ing the 2nd week of illness, death occurs due to the effects of overwhelming
viremia.(11,12) On occasion, a severe and fatal hemorrhagic form occurs with
extensive bleeding into the skin and gastrointestinal tract. Importantly, vac-
cination before exposure or within 2 to 3 days of exposure offers complete
protection against the disease, while vaccination as late as 4 to 5 days post-
exposure may protect against death. Although the epidemiology of smallpox
infection including morbidity and mortality has been described, the molecular
mechanisms of smallpox-induced death are unclear.

Variola virus spreads most readily in the dry and cool winter months but
can be transmitted in any climate and in any part of the world. The age distri-
bution of cases depends primarily on the degree of smallpox susceptibility in
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the population. In most areas, cases predominated among children because
adults were protected by immunity induced by vaccination or previous small-
pox infection.(13) In rural areas that had not been previously vaccinated or had
smallpox infections, the distribution would be similar to the age distribution
of the population.(13) The triumph of the global smallpox eradication has led
to an irony in that the ensuing worldwide cessation of vaccination has ren-
dered many of today’s population susceptible to infection, which has resulted
in smallpox becoming a significant bioterror weapon.

4. VIRUS STRUCTURE AND CLASSIFICATION

Poxviruses are the largest and most complex viruses that infect humans
and belong to the genus Orthopoxvirus, family Poxviridae, which includes the
agents vaccinia, monkeypox, cowpox, camelpox, and ectromelia.(14) Poxviruses
are made of a single molecule of double-stranded DNA and have the ability to
replicate in the cytoplasm rather than the nucleus of susceptible cells.(15) The
linear genome contains approximately 200 genes ranging in size from 130-kb
to 260-kb with those in the central region encoding proteins involved in virus
uncoating, genome replication or virion structure. The DNA polymerase has
conserved the sequences of these genes, and the flanking regions contain genes
encoding proteins that modify the intra- and extracellular environment so that
virus can replicate and spread. The virions are large and brick-shaped and range
in size from 160 nm to 300 nm. Poxvirus replication occurs in the cytoplasmic
inclusions, where infecting virions are partly uncoated by cellular enzymes and
fully uncoated by viral enzymes released from the virion core. The replica-
tion cycle can be divided into functions controlled by early (pre-replicative)
gene products and late (post-replicative) gene products. Most virions remain
within cells and lack the outer envelope found on naturally released virions.
In addition, each infected cell produces two different kinds of virions.(16) The
majority of intracellular mature virions remain within necrotic cells and are
shed in skin debris or saliva droplets, where they serve as sources of infection.
The second type of virion makes up a small percentage that acquire an addi-
tional membrane and are transported to the cell surface where they become
extracellular enveloped virions that are responsible for cell to cell spread and
may participate in systemic dissemination. The membrane antigens may be the
targets for humoral immunity and neutralizing antibody responses; however,
the core antigens are not expressed on the viral membrane and therefore are
only the targets of cellular immunity.

5. PATHOGENESIS, HOST DEFENSE, AND THE IMMUNE RESPONSE

Naturally occurring smallpox infection is initiated by the implantation of
variola virus on the oropharyngeal or respiratory mucosa. Replication at the
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point of entry is followed by infection of mononuclear phagocytic cells in re-
gional lymph nodes, possibly with further spread through the bloodstream to
similar cells in the liver, spleen, and other tissues. Virions in droplets expressed
from nasal and oropharyngeal secretions are far more infectious than virions
bound in the scab itself. After migration and multiplication in regional lymph
nodes, an asymptomatic viremia develops around the 3rd or 4th day, followed
by multiplication of virus in the spleen, bone marrow, and lymph nodes. A
secondary viremia begins around the 8th day, accompanied by fever and tox-
emia. This means that the incubation period has ended when the release of
inflammatory mediators from infected cells caused fever and other symptoms,
and the spread of virus (either within infected monocytes or as free virions)
to capillaries in the skin and mucosal membranes initiates the rash. The virus,
contained in leukocytes, localizes in small blood vessels of the dermis beneath
the oral and pharyngeal mucosa and subsequently infects adjacent cells. In
the skin, this process results in the characteristic maculopapular lesions, and
later vesicular and pustular lesions. After reaching the skin, disease severity is
determined by the ability of host responses to limit viral replication during the
incubation period, as reflected by the level of secondary viremia. Secondly, once
viral dissemination has occurred, many features of severe illness are the result
of host inflammatory responses including the release of chemokine, cytokines,
and other mediators into the bloodstream, causing vascular dysfunction, coag-
ulopathy, and multiorgan failure resembling septic shock.(17,18)

Both the humoral and cellular immune responses play important roles in
host defense against smallpox infection. Specifically, the humoral response to
smallpox infection results in the production of short-lived IgM and persistent
IgG, and it may be elicited by inactive virions or viral antigen by non-enveloped
or enveloped virus. There are three classes of antibodies important in the host
immune response to infection.(16,19–22) The first are antibodies elicited against
both non-enveloped virus and enveloped virus resulting in the neutralization
of viral infection. The second types of antibodies are those that combine with
complement to lyse virus-infected cells. The third are antibodies that combine
with circulating antigen to produce immune complexes resulting in some of
the toxic symptoms seen in the host during smallpox infection. These classes
of antibodies are listed in Table II. Hemagglutinin-inhibiting and neutralizing
antibodies could be detected beginning about the 6th day of illness, or about

TABLE II
Classes of Antibodies Important to Host Immune Responses to Smallpox

Elicited against enveloped and non-enveloped virus resulting in neutralization of virus infection

Those combining with complement to lyse virally infected cells

Those which combine with circulating antigen to produce immune complexes resulting in some
of the toxic symptoms noted in the host during smallpox infection
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18 days after infection, while complement-fixing antibodies could be identified
approximately 2 days later.(23,24)

Moreover, in addition to B cell responses, the cellular response generated
following infection also elicits CD4+ T helper and cytotoxic CD8+ T cells, as
well as natural killer cells to combat infection.(19,25) The direct effects of T cells
on virus-infected cells as well as secreted products including IFN-gamma play a
role in host immune responses to smallpox infection. Therefore, it is likely that
both humoral and cell-mediated immunity are important in protecting against
smallpox. Patients with genetic defects in either B cell or T cell immunity are at
increased risk of complications following smallpox vaccination.(26) Moreover,
various animal models have also shown that adoptive transfer of either neutral-
izing antibodies(27–29) or virus-specific T cells(30,31) can provide full protection
against vaccinia infection.

6. FEATURES OF SMALLPOX MAKING IT A LIKELY
BIOTERROR AGENT

Of the potential biological weapons, smallpox poses by far the greatest
threat, albeit because of its clinical and epidemiological properties. Smallpox
poses a serious threat because a large segment of the population that has not
been previously vaccinated is now susceptible, due to the continued vaccina-
tion program being halted several decades ago coincident with the eradica-
tion of the disease. It is currently debated by virologists and immunologists
as to what percentage of the population vaccinated 30 years ago is protected
in terms of morbidity and mortality. It is expected that the case fatality rate
after infection with smallpox in the non-vaccinated/non-protected individu-
als is 30%. Moreover, virus, in an aerosol form, can survive for 24 hours or
more and is highly infectious at low doses.(32) Other features of smallpox that
make it a likely bioweapon candidate is that it can be produced in large quan-
tities, is stable for storage and transportation, and is spread from person to
person.(33)

7. HISTORY AND POTENTIAL OF SMALLPOX AS A BIOWEAPON

Smallpox was first used as a biological weapon during the French and In-
dian Wars (1754–1767) by British forces in North America. Soldiers distributed
blankets that had been used by smallpox patients with the intent of initiating
outbreaks among American Indians. Epidemics occurred, killing more than
50% of affected tribes. However, following the global campaign to eradicate
smallpox globally in 1977, the World Health Organization required that all
countries cease vaccination (1980). The WHO committee later recommended
that all laboratories destroy their stocks of variola virus in June 1999.(34) The
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deliberate reintroduction of smallpox as an epidemic disease would be an
international crime of unprecedented proportions, but it is now regarded as a
possibility because the last 4 years have been marked by escalating concerns in
the United States about the threat of biological weapons. This is not unconceiv-
able, as Dr. Kenneth Alibek, a former first deputy chief of research and produc-
tion for the Russian biological weapons program, has reported that smallpox
virus had been mounted in intercontinental ballistic missiles and in bombs for
strategic use.(35) Former Soviet scientists successfully weaponized many agents
and created missile delivery systems for smallpox, while active research was
undertaken to engineer more virulent strains. Moreover, with the collapse of
the Soviet Union, microbe stocks, including the smallpox virus and other tech-
nologies, have possibly found their way into the hands of unknown individuals,
increasing the risk of transfer of these materials to terrorists. At least 17 nations
are believed to have had offensive biological weapons programs, and scientists
with this type of expertise are believed to have been actively recruited by Libya,
Iran, Syria, Iraq, and North Korea.(11,12,36,37)

With increasing awareness has come a growing attempt to defend against
the possibility of biological warfare and terrorism. One of the best defenses
will continue to be vaccines and other treatment options, and this requires the
development of new and improved vaccines and treatment against smallpox.

8. SMALLPOX VACCINES AND ANTIVIRAL THERAPIES

The events of September 11, 2001, coincident with the use of anthrax as a
bioweapon, underscored the potential for use of biological agents as weapons.
This concern prompted the Bush administration to make recommendations
for the use of a smallpox vaccine in a pre-event vaccination program. This
has prompted revisiting the safety concerns for the existing smallpox vaccine,
(Dryvax), as well as the need for developing an efficacious but safe vaccine
against smallpox. To that end, eradication of naturally occurring smallpox has
not eliminated the need for an improved smallpox vaccine. The current threat
posed by potential bioterrorist attacks has brought forth the need for new vacci-
nation strategies due to the large numbers of individuals living in North Amer-
ica who are elderly, women of child-bearing age, non-vaccinia-virus (VACV)
vaccinated, and immuno-compromised (HIV infection, transplantation recipi-
ents, intravenous drug users as well as other individuals on immunosuppressive
therapies). Although the traditional live VACV vaccine for smallpox has proven
to be effective in conferring protection where only 1 out of 10, 000 individuals
vaccinated experienced significant adverse effects during the 1960s, in today’s
society, where there are a large number of susceptible individuals, the potential
complications arising from adverse events following vaccination are likely un-
acceptable. It is imperative that instead of abandoning the current live VACV
vaccine, leaving us vulnerable to terrorist attacks, a new strategy that improves
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the safety of the current vaccine, yet increases its potency, is developed and
implemented.

8.1. Smallpox Vaccine Strategies and Related Issues

The currently available smallpox vaccine is a lyophilized preparation of
live vaccinia virus (VACV), generated from a New York City calf lymph strain
(NYCCL), obtained from infecting cows by scarification, with subsequent le-
sional removal by scraping.(38) This vaccine is one of the oldest and most suc-
cessful vaccines ever developed. However, this live virus vaccine also had reports
of several adverse complications.(39–53) Dermatologic and central nervous sys-
tem disorders were the most frequently recognized adverse events, including
vaccinia necrosum, a complication with case fatality rates of 75 to 100% that
occurred almost exclusively in persons with cellular immunodeficiency.(49)

Generalized vaccinia was reported, resulting in rare blood-borne dissemina-
tion of virus in normal persons. More rare diseases such as pericarditis,(54)

arthritis,(55) and malignant tumors at vaccination scars(56)have been described
in case reports. Eczema vaccinatum was associated with case-fatality rates of up
to 10% overall and 30 to 40% in children less than 2 years old.(57) Moreover,
approximately seven to nine deaths per year were attributed to vaccination. In-
fants were identified as the highest-risk population, with death resulting from
postvaccinal encephalitis.(43,44) Thus, the adverse events associated with the
current smallpox vaccine are well documented, and new strategies must be
developed to prevent further complications.

An important concern, as indicated earlier, is that there are a significant
number of immunocompromised (HIV infected individuals) and elderly pop-
ulations, as well as pregnant women, intravenous drug users, transplant recip-
ients, and individuals on immunosuppressive drugs, who are at significant risk
of developing adverse reactions after smallpox vaccination. These risks groups
are listed in Table III. In North America, the fact that an overwhelming number
of people, in theory, could be hospitalized due to serious complications, is of
major concern, and many people could even die. Currently, several options are

TABLE III
Groups at Risk of Adverse Reactions to Vaccinia-Based Smallpox Vaccine

Pregnant women

Therapeutically induced immunosuppresssion such as in those receiving cancer chemotherapy
or anti-organ rejection drugs

Persons with HIV infection

Persons with history of eczema

Intravenous drug users

Potentially the young or elderly due to immune incompetence
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available. Firstly, we can go forth and use the currently stockpiled vaccine, and
risk a significantly higher rate of complications than occurred in the 1960s.
Alternatively, we could design and manufacture a novel efficacious and safe
vaccine, disregarding the current one. However, this obviously leaves the coun-
try very vulnerable, and without protection, until such a vaccine is developed.
A third strategy would be to continue with the current vaccine while pursuing
studies to improve on its safety profile, while not interfering with its potent
immune responses.

Several vaccine-related issues need to be addressed to ensure public safety.
These include the need for a modern alternative to the live animal-produced
stock and to determine immune correlates relevant for the twenty-first century
in order to test new, safer vaccine candidates. Hammarlund et al.(58) provide
evidence that vaccine-induced immunity persists for many years, perhaps life-
long. This is an interesting finding since millions worldwide, and about 90% of
individuals in the United States over the age of 35, were vaccinated before the
end of the mass vaccination campaigns. Although the status of their immunity
against smallpox has been under debate,(38,59–61) Hammarlund et al.(58) mea-
sured T cell immunity against vaccinia virus in 306 vaccinees, up to 75 years
after their last vaccination. Interestingly, within the first 7 years after vaccina-
tion, CD4+ and CD8+ T cell responses remained high and then declined slowly
over decades, with the decline in CD4+ T cells occurring more slowly. Yet even
between 41 and 75 years after vaccination, most vaccinees showed some CD4+
and some CD8+ T cell immunity. Conversely, the humoral immune response
in these cohorts showed that most maintained stable antibody responses for
up to 75 years after vaccination, suggesting lifelong immunity. Studying the
usefulness of additional vaccination for people later in life and the expansion
of their T cell responses is important. The persistent immune responses ob-
served by Hammarlund et al.(58) suggest that side- effects of vaccination, such
as eczema vaccinatum, should occur infrequently in revaccinated individuals
because most side-effects of vaccinia are observed upon primary series of im-
munization. Other implications from this study are that many people in the
United States over 40 years of age are likely have some immunity to smallpox,
aiding in “herd immunity”, therefore, the focus should be on the young popu-
lation and the immunocompromised for development of new vaccines as they
are unprotected.

Weltzin et al.(62) developed a new tissue culture method for produc-
ing smallpox vaccine that bypasses the methodology requiring scraping the
hides of cows infected with vaccinia virus, resulting in replacement stocks
for those without immunity. This is important because the current vaccine
stocks would probably not fulfill the demands of unvaccinated individuals in
the United States.(38,59–61) Weltzin et al., adapted the existing DryVax vaccine,
which is derived from the crossprotective vaccinia virus, to a human cell line
for production in tissue culture. In a small clinical study in humans, 100%
subjects vaccinated with the new vaccine candidate (ACAM-100) versus 97%
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DryVax- vaccinated subjects exhibited the hallmark of vaccine take, a signifi-
cant cutaneous reaction at the site of inoculation/scarification. The vaccines
had similar safety profiles with each participant experiencing at least one mild
to moderate adverse event. Moreover, DryVax induced higher antibody titers,
while ACAM-100 vaccination seemed to result in stronger CD4+ T cell re-
sponses. Taken together, the two aforementioned studies provide new strate-
gies toward the goal of development of next-generation vaccines.

Modified vaccinia virus ankara (MVA) was generated by more than 500
passages of vaccinia virus in chick embryo fibroblasts, during which it acquired
multiple deletions and mutations and lost the capacity to replicate efficiently
in human and most other mammalian cells.(63–66) MVA is being considered as
a replacement for the present smallpox vaccine for those with a high risk of
adverse complications because immune responses elicited by one or two doses
of MVA should approach, although not necessarily equal, those of the licensed
smallpox vaccine, or for more general use as a pre-vaccine since MVA should
reduce the reaction to a subsequent smallpox vaccination without blocking
the resulting immune response. Earl et al.(67) compare the highly attenuated
MVA with the licensed DryVax vaccine in a monkey model, since licensing
includes comparative immunogenecity and protection studies in non-human
primates. After two doses of MVA or one dose of MVA followed by DryVax,
antibody binding and neutralizing titers as well as T cell responses were equiv-
alent or higher than those induced by DryVax alone. After the challenge with
monkeypox virus, non-immunized animals developed more than 500 pustular
skin lesions and became gravely ill or died, whereas vaccinated animals were
healthy and asymptomatic. These findings of similar humoral and cellular im-
mune responses to MVA and DryVax in non-human primates and substantial
protection against a monkeypox virus challenge are important steps in the
evaluation of MVA as a replacement vaccine for those with increased risk of
severe side-effects from the standard live vaccine, or as a pre-vaccine. Perhaps
one approach would be to vaccinate with MVA before a smallpox threat, with
the thought that standard vaccine or MVA would be used as a boost. However,
further experiments would need to be carried out to determine the longevity
of protection, and the consequences of delayed boosting and dosage effects as
well as, most importantly, other approaches to be used in the case of immuno-
compromised individuals. An important study by Wyatt et al.(68) examines the
safety of MVA in immune-deficient mouse models and shows that overlapping
immune responses protect immune-competent and immune-deficient mice
against a lethal intranasal challenge with a pathogenic vaccinia virus.

Although vaccinia virus is highly immunogenic and is known to confer
long-lasting protective immunity to smallpox, the adverse events associated
with current vaccine strategies pose a significant obstacle to successful vacci-
nation campaigns. Another novel strategy for improved safe vaccines against
smallpox includes the use of DNA vaccines. DNA vaccines induce antigen-
specific immune responses following the direct injection of non-replicating
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plasmids into a host target tissue.(69) Once injected, plasmids drive the synthe-
sis of specific foreign proteins within the inoculated host and mimics natural
infection. The host provides post-translational modifications to antigen that
faithfully reproduce native conformations. These host-synthesized viral pro-
teins then become the subject of immune surveillance via both the MHC class-I
and class-II pathways. These processes lead to elicitation of protective immunity
against an infectious agent, or pathogen, primarily by activating both the hu-
moral and cellular arms of the immune system.(70–73) Moreover, DNA vaccines
can be constructed to function with many safety features as well as the speci-
ficity of a subunit vaccine, there is little risk of reversion to a disease-causing
form, and there is no risk for secondary infection as the material injected is
non-replicating, and non-infectious. In addition to their added safety, DNA vac-
cines are highly flexible; encoding genes for immunologic inhibition, or cross-
reactivity (autoimmunity) can be altered or deleted altogether. DNA vaccines
possess greater stability, and can be easily manufactured on a large scale. The
unique features of nucleic immunization make it well suited as an immuniza-
tion/immune therapy strategy especially when safety in immunocompromised
individuals is a concern.

Gene gun-delivered-DNA vaccine approach used to test several vaccinia
genes and gene combinations for immunogenicity and protective efficacy in
mice resulted in 100% protection of those mice challenged with a lethal dose
of vaccinia.(74,75) The authors then moved on to a study of a DNA vaccine com-
prised of four vaccinia virus genes (L1R, A27L, A33R, and B5R) administered
by gene gun in rhesus macaques and were able to first demonstrate signifi-
cant immunogenicity of the plasmid in this animal model, and later demon-
strated protection from severe disease following challenge with monkeypox
virus.(75,76) The authors selected these four immunogens due to their role as
targets of neutralizing or otherwise protective antibody responses.(27–29,77–79)

Animals vaccinated with a single gene L1R, which encodes a target of neutral-
izing antibodies, developed severe disease but survived with clinical symptoms
of the monkeys challenged with a four-fold lower dose of virus. These data sup-
port the notion that a subunit (gene- or protein-based) poxvirus vaccine has
the potential to mimic the protection afforded by live vaccinia administered by
scarification. Such a vaccine would contribute greatly to vaccination strategies
aimed at reducing the health hazards of the present smallpox vaccine.

8.2. Smallpox Antiviral Therapies

Vaccination against variola has clearly been responsible for the elimination
of naturally occurring smallpox infections in the world. However, the concern
that bioterrorists may use smallpox as a bioweapon has stimulated the interest
to characterize and develop antiviral agents against this poxvirus as an alterna-
tive or adjunct to vaccination. In addition, effective antiviral agents are impor-
tant for the treatment of the potentially serious and life-threatening complica-
tions that can occur from smallpox vaccination. Currently, the only available
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treatment of infectious complications resulting from vaccination against small-
pox is vaccinia immune globulin (VIG) that is generated from hyperimmune
sera from vaccinees.(80,26,81,82,47) Novel antiviral agents against variola will
therefore be useful as both a therapy against infection as well as an alterna-
tive/adjunct to VIG for the treatment of vaccine-induced complications.

Another drug utilized for the treatment of vaccine-induced complications
was methisazone,(83) which although toxic was reported to accelerate the
resolution of eczema vaccinatum and was beneficial against progressive
vaccinia.(83,84) However, the lack of properly controlled studies using this
drug made it difficult to access the specific efficacy of this drug. As such,
methisazone is no longer in use. Several other antivirals have been used to
treat vaccinia infection in animals, but many of them have proven to have too
much systemic toxicity for human use. These antivirals include ribavirin,(85,86)

cidofovir,(86–89), 5-iodo-2′-deoxyuridine,(90,91) 2-amino-7-[(1,3-dihydroxy-2-
propoxy)methyl]purine(88) adenine arabinoside(92,93) and trifluorothy-
midine.(94,95) Of these ribavirin, cidofovir, and trifluorthymidine have had
some clinical use for the treatment of vaccinia vaccine-induced conditions
as well as having utility against other disorders. Other agents with anti-
vaccinia activity have included various nucleoside analogues(96) as well as
interferon.(97,98) Although some of these pharmacologics have been demon-
strated to have anti-vaccinia activity, the accepted standard for the treatment
of vaccine-induced complications has been the VIG preparation. However, it is
clear that a more efficient and standardized antibody/antisera preparation is
needed particularly if widespread vaccination/re-vaccination is required to be
implemented in the future. Generation of a cocktail of human or humanized
monoclonal antibodies against vaccinia would potentially be useful as an
alternative or replacement for the VIG preparation.

In addition to the development of antiviral and immune-based approaches
to treat smallpox vaccine-induced adverse events, it is likewise important to de-
velop new prophylactics and therapeutics for smallpox infection itself. Safer
vaccines are needed, which have a lower incidence of induction of adverse
events that are associated with the current vaccinia-based vaccine preparation.
Such novel vaccines would utilize non-live attenuated preparations such as
DNA vaccines. In terms of the development of novel antivirals against variola
it is important to have a comprehensive knowledge of the cell and molec-
ular biology of poxviruses. Novel prophylactic/therapeutic targets would in-
clude variola enzymes(99) as well as viral.(100) Byrd and colleagues have re-
cently generated a structural model of the vaccinia virus 17L proteinase using a
homology-based bioinformatics approach and a large library (excess of 50, 000)
of chemical compounds some of which have shown some antiviral activity.(100)

To date, however, the only drug accepted to possess potential directly against
smallpox has been cidofovir ((S)-1-(3-hydroxy-2-phosphonylmethoxypropyl)
cytosine = HPMPC). This drug has been previously established to pos-
sess antiviral activity against cytomegalovirus (CMV) and is approved for
clinical use for the treatment of CMV retinitis in AIDS patients(101). In
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addition, cicofovir has been shown to have biological activity against other her-
pes viruses including human herpes viruses types 6, 7, and 8 as well as against
varicella zoster virus and some polyoma, papilloma, and adenoviruses.(86)

Notably, and importantly, it has been demonstrated that cidofovir could suc-
cessfully be used as a preventative and therapy against lethal vaccinia infec-
tion in severe combined immune deficient (SCID) mice.(88,102,103) In addi-
tion, it has been shown to have efficacy against cowpox infections in mice
and monkeys.(104–106) Lastly, cidofovir has been demonstrated to show efficacy
against poxvirus infection in humans, i.e., molluscum contagiosum and orf
(sheep pox).(107–110) These observations establish cidofovir to currently have
the greatest potential as an antiviral agent against variola infection. It is antic-
ipated that for clinical use against variola in humans cidofovir could be used
in cases where infected individuals are unable to obtain a dose of the vaccine
within 4 days after the initial contact with the dsisease.

9. CONCLUSIONS

The presence of resurgent smallpox infection is always a concern, espe-
cially given the enormous efforts that have been made to eradicate what has
been characterized as one of the most devastating of all diseases. Unfortunately,
smallpox as a bioterrror agent is a legitimate threat, with safety issues with the
current vaccine stocks being of major concern. Moreover, the manufacturing
process used to create the smallpox vaccine previously used is not suitable for
today’s vaccine production standards. MVA is a likely first next-generation ap-
proach for novel smallpox vaccines; however, there are major issues as to what
the correlate of protection is and what should be in the boost injection for
these vaccines. Importantly, immune-deficient individuals would continue to
be a high-risk group for these live attenuated-based vaccines. Due to safety and
manufacturing issues, DNA vaccine strategies and other recombinant strategies
are likely important tools for the approaching development of novel vaccines
for smallpox, particularly in the immunocompromised. Most critical to the
development of smallpox strategies is the development of quantitative cellu-
lar immunological assays and determination of baseline immune responses to
facilitate vaccine development and possible use as surrogate correlates. In ad-
dition, the discovery of new sources of non-immune/vaccine-based therapies
outside of vaccines is important and these studies are currently underway.
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Bacillus anthracis: Agent of
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1. INTRODUCTION

Anthrax is an ancient disease described over three thousand years ago by
many cultures, including the Greeks, Egyptians, Romans, and Hindus. More
recently, in the nineteenth century, anthrax played a central role in the devel-
opment of the germ theory of disease. In addition, the disease was integral to
the development of Koch’s postulates(1) as well as the pioneering vaccine work
of Greenfield,(2) and Pasteur.(3)

Anthrax was also the first disease for which different clinical manifestations
were ascribed to infection with a single agent. Those diseases, which include
cutaneous anthrax, gastrointestinal anthrax, and inhalational anthrax, all re-
sult from infection with the Gram-positive, spore-forming bacterium Bacillus
anthracis (Fig. 1). B. anthracis infections begin with germination of environmen-
tally resistant spores within host tissues to produce vegetative, aerobic bacilli
that replicate to high numbers and eventually kill the host.
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FIGURE 1. Gram stain of Bacillus anthracis vegetative cells.

In the twentieth century, the idea of using B. anthracis as a biologi-
cal weapon was realized by several nations. Research programs were im-
plemented for both offensive and defensive purposes. Most recently in the
twenty-first century, B. anthracis was shown to be an effective agent of bioter-
rorism. The anthrax letters of 2001 clearly illustrated the potential dam-
age that could be caused by intentionally dispersing even small volumes
of B. anthracis spores. The effects of the anthrax letters remain evident to
date.

This chapter will briefly describe some of the characteristics associated
with B. anthracis being used as an agent of bioterror. We will address clinical
presentation, virulence attributes, and aspects of pathogenesis that eventually
lead to a fulminant infection and development of anthrax.

2. CLINICAL PRESENTATION OF ANTHRAX

Anthrax infection occurs naturally in three forms: cutaneous, gastroin-
testinal, and inhalational. Cutaneous infection, the most common form,
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usually results from handling livestock products contaminated with B. anthracis
spores. Entry of the spores at the site of a skin abrasion may result in the for-
mation of a pruritic papule 1 to 12 days after exposure. The papule then
develops into a small painless black eschar, which can appear similar to an in-
sect bite. An infected individual may also present with malaise, headache, and
fever.(4) If not treated, the localized infection may disseminate and become sys-
temic. Treating cutaneous anthrax with antibiotics, such as ciprofloxacin and
doxycycline, results in a mortality rate of less than 1%. Failure to administer
antibiotics, however, may result in a case fatality rate of greater than 20%.(5) In-
travenous therapy followed by oral therapy is the recommended treatment for
cutaneous anthrax with signs of systemic involvement or lesions on the head
and neck. As recommended by the Centers for Disease Control (CDC), treat-
ment should be given for 7–10 days for naturally acquired cutaneous infections
or 60 days in the case of cutaneous anthrax due to a bioterrorist attack.(6) Gas-
trointestinal anthrax is considered to be a relatively rare form of the disease
and is usually caused by ingesting undercooked, contaminated meat. After
an incubation period of 1–7 days, pharyngeal lesions develop at the base of
the tongue with concurrent fever and lymphadenopathy. Anthrax bacilli sur-
viving to the lower intestine may cause inflammation, resulting in abdominal
pain and bloody diarrhea.(5) The relatively mild early symptoms of gastroin-
testinal anthrax make diagnosis difficult, resulting in a higher mortality rate
(26–60%) than for cutaneous anthrax.(7,8) In July 2000, an investigation was
conducted into human consumption of meat contaminated with B. anthracis.
After eating contaminated hamburger, there were two reports of gastrointesti-
nal illness, including diarrhea, abdominal pain, and fever.(9) Both recovered
without treatment and were placed on a prophylactic antibiotic regimen of
ciprofloxacin.(9)

Inhalational anthrax, as with gastrointestinal anthrax, has an insidious
clinical progression and can rapidly lead to systemic infection before effec-
tive antibiotic treatment is administered. After an incubation period of 2 to
60 days, the initial nonspecific symptoms include malaise, myalgia, fatigue, and
low-grade fever but can quickly proceed to septic shock and respiratory fail-
ure if untreated. Inhalational anthrax is initiated when spores are deposited in
the lungs and then subsequently engulfed by alveolar macrophages. Spores are
then transported by the lymphatic system to the mediastinal space where germi-
nation may occur, causing in many cases a lymphadenopathy and mediastinal
widening that is readily apparent in a chest radiograph. The vegetative bacilli
synthesize an extracellular antiphagocytic capsule, begin to multiply rapidly,
and secrete the two anthrax exotoxins, causing hemorrhagic lymphadenitis.
Bacteremia quickly develops with dissemination to multiple organs. Resistance
of encapsulated anthrax bacilli to phagocytosis and serum killing facilitate mas-
sive growth of the organisms in the blood and lymphatic system, producing a
fulminant infection with symptoms of fever, dyspnea, diaphoresis, and shock.
At this stage of the disease, systemic infection can lead to death within hours.(10)
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Rapid progression of disease from inhalational infection has a mortality rate
of 80–90%.

3. B. anthracis AND BIOTERROR

The October 2001 anthrax cases in the United States were caused by in-
tentionally contaminating letters with B. anthracis spores. A relatively large area
of the United States, including the District of Columbia, Florida, Connecticut,
New Jersey, and New York, was affected.(11) A total of 22 cases of anthrax were
reported from contact with the letters containing B. anthracis spores, 11 cu-
taneous and 11 inhalational. Epidemiological data indicated that the median
incubation period for the inhalational anthrax patients was 4 days, and initial
symptoms presented as fever, fatigue, cough, dyspnea, nausea, and vomiting.
Six of the first 11 patients were in the initial phase of infection when they were
treated with antibiotics treatment while five exhibited late-stage symptoms at
the time of treatment. The six patients who were treated at the early stage of
the disease survived while the five patients treated after the infection had pro-
gressed died. The initial phase of the infection for all patients was difficult to
diagnose because of a lack of specific symptoms. However, all of the patients had
abnormal chest X-rays, including mediastinal widening and pleural effusions.
Additionally, all of the patients cultured prior to receiving antibiotic therapy
were positive for B. anthracis, indicating that the bacilli reach the blood stream
early in infection. Using combination antimicrobial therapy proved valuable,
as six of 11 patients survived, more than the previously reported inhalational
anthrax survival rate of 15%.(11)

The anthrax scare of 2001 brought to public consciousness the real po-
tential of B. anthracis as a potent biowarfare agent. Although recognized and
examined as a biological weapons threat for decades,(12) this latest incident has
spurred a flurry of government, academic, and private institutional research
aimed at combating B. anthracis as an agent of bioterror. Although cutaneous
anthrax is the most common naturally occurring form of the disease, the abil-
ity of B. anthracis spores to resist environmental stress and the ease of spore
dispersal makes aerosol delivery a far more potent biological weapon. Further-
more, the nonspecific symptomology associated with inhalational anthrax adds
to the danger of B. anthracis as an agent of bioterror. One of the first docu-
mented incidents of mass inhalational anthrax was in 1979, after an accidental
environmental release of anthrax spores from a military research facility in
Sverdlovsk in the former Soviet Union.(13) The affected, exposed individuals
were confined to a narrow zone of the city, directly downwind of the facility and
extending approximately 4 kilometers. Of the 77 documented patients exposed
to anthrax spores, approximately 80% succumbed to infection, indicating the
lethality of the organism, even when dispersed over a relatively large area. The
only documented cases of deliberate spore dispersal, other than the anthrax
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letters of 2001, are of a Japanese cult, Aum Shinrikyo, which released aerosols
of B. anthracis spores and botulinum toxin in Tokyo on several occasions.(14)

In this case, the strain of B. anthracis used was an attenuated animal vaccine
strain and the attacks failed to produce illness.(15)

4. EVOLUTION INTO A PATHOGEN

Two studies support the idea that B. anthracis is a single clonal lineage of
Bacillus cereus. Electrophoretic characteristics of broadly conserved proteins,
sequence comparisons of 16S ribosomal RNA genes, and the fact that the
sequences of the chromosomes of the organisms are highly similar, has led
some investigators to suggest that B. cereus and B. anthracis could represent
a single species.(16,17) This observation is striking when considering the very
different virulence potentials of the two organisms.

B. cereus is considered an opportunistic pathogen, associated with gas-
trointestinal illness and periodontitis. B. cereus is most often identified as a
commensal organism present in insect and mammalian digestive systems.(154)

In contrast, B. anthracis replicates within mammalian host tissues and can cause
systemic disease resulting in host death. Transformation of the commensal an-
cestor into the pathogenic B. anthracis likely involved horizontal transfer of
whole blocks of genes that encode traits required for growth and survival within
host tissues.(18)

B. anthracis expresses two toxins and an anti-phagocytic capsule that are
not normally produced by B. cereus. Genes encoding these factors are present on
two large plasmids designated pXO1 (toxin plasmid) and pXO2 (capsule plas-
mid), which are not part of the ancestral B. cereus genome. Recently, sequences
of each plasmid, the B. anthracis chromosome, and the B. cereus chromosome
were completed. Analysis of the pXO1 sequence data revealed that the DNA is
a chimeric molecule comprised of regions acquired from other genomes.(19,20)

The region encoding the anthrax toxins and regulatory elements is, however,
only present in the B. anthracis pXO1 plasmid and was acquired after horizontal
transfer of a 45-kb block of genes termed a pathogenicity island. Similarly, sev-
eral regions and genes of the capsule plasmid are also present in the genomes of
other organisms.(19–21) Perhaps, not surprisingly, additional significant genome
modifications were required to accommodate the significant change in growth
environments.

B. anthracis lives in an environment that presents very different selective
pressures from those that shaped the ancestral organism. Several observations
suggest that B. anthracis has become highly adapted to a pathogenic lifestyle
and has traded fitness in the ancestral niche for fitness in the new environ-
ment, mammalian tissue and blood. B. anthracis spores have not been clearly
shown to germinate in soil, nor have B. anthracis bacilli been demonstrated to
grow in soil.(22) These characteristics are in sharp contrast to the closely related
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nonpathogenic ancestor B. cereus that thrives in soil. Consistent with these ob-
servations, several traits expressed by the nonpathogenic ancestor B. cereus are
not expressed by B. anthracis. These include, under the usual assay conditions,
hemolysin, lipase, and lecithinase activity, as well as germination in response
to inosine as the sole germinant. Lack of expression of each of the enzymatic
activities in B. anthracis has been traced to a nonsense mutation in the gene en-
coding the global transcriptional regulator PlcR.(23) PlcR is an autoregulated
trans activator that serves as a pleiotropic regulator of multiple extracellular
virulence factors in B. cereus and B. thuringiensis.

Additional adaptations to a pathogenic lifestyle may include modifications
of germinant receptors that trigger spore outgrowth. If B. anthracis traded fit-
ness in soil for fitness in animal tissues, then eliminating factors that direct
germination in response to signals in soil would be beneficial, as they would
ensure that the B. anthracis spore does not germinate in an environment in
which the organism is unfit. Consistent with this prediction, germination sig-
nals that trigger spore outgrowth differ between B. anthracis and B. cereus.(24)

Collectively, these observations suggest that the evolution induced by horizon-
tal transfer enabled what was once a soil and commensal organism to survive
within mammalian blood and tissues.

5. SPORE STRUCTURE AND FUNCTION

5.1. Sporulation and Germination

When faced with a nutrient-limiting environment, species of Bacillus are
able to encase themselves in a resilient, multilayered shell, referred to as a spore.
Once converted to this form, Bacillus spores are resistant to a variety of extreme
environmental conditions, such as temperature, desiccation, and ultraviolet
light, making B. anthracis spores particularly suited for use as a bioterror agent.
The dormant spore is the infectious form of B. anthracis.(25) Once in the spore
form, B. anthracis may remain dormant for decades, awaiting a nutritionally
adequate environment in which to germinate. Spore germination is crucial
for the initial infection and subsequent development of disease. The dormant
spores must contain machinery that will recognize and sense sufficient levels
of germinants to initiate transformation from an ungerminated spore to a
vegetative, replicating bacillus.

Sporulation has been investigated in detail in B. subtilis, and those studies
are currently being applied to B. anthracis. As described by Moir and Smith,
bacterial sporulation is divided into six stages, 0, II, III, IV, V, and VI based on
electron microscopy.(25) The initiation stage or commitment to sporulation,
stage 0, is followed by stage II, which is characterized by a septum forming
towards one end of the bacterial cell. The larger region, in the now com-
partmentalized cell, continues to develop and eventually engulfs the smaller
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compartment, forming the forespore within the mother cell in stage III. An
additional membrane is added to the forespore, and during stage IV, pepti-
doglycan is deposited between the inner and outer membranes. In addition,
calcium ions are incorporated into the inner cell compartment and dipicoli-
nate is accumulated within the forespore. Dipicolinate is unique to bacterial
spores and is not found in vegetative bacteria. During stage V, coat proteins
are synthesized by the mother cell and assembled on the forespore. During
stage VI, the forespore gains its key characteristic traits; heat resistance and
refractility, as detected by phase contrast microscopy. Finally, the mother cell
is lysed and the mature spore is released.

Sporulation has been hypothesized to be induced by a complex signal
pathway that is mediated by at least five sensor kinases responsible for the
phosphorelay.(26–28) This phosphorelay ultimately phosphorylates the Spo0A
protein, which is both a transcriptional repressor of genes expressed in
the vegetative bacillus and a transcriptional activator of genes involved in
sporulation.(29) It is the levels of the phosphorylated form of the Spo0A protein
that governs when the organism will undergo sporulation.(30)

Germination is equally important when describing the initial infection of
B. anthracis and the subsequent pathogenesis of anthrax. The machinery re-
quired to detect an environment favorable for germination must be present
and responsive to the presence of appropriate germinants. A host of germi-
nation (ger) genes have been described, and the roles their encoded proteins
play in response to different germinants have been examined in several Bacillus
species: the gerA operon in B. subtilis,(31–33) the gerI operon in B. cereus,(34) and
the gerX, gerS, and gerH operons in B. anthracis.(24,35–37) The gerX operon in B.
anthracis is located on the toxin plasmid pX01 and is situated between the pagA
gene and the atxA gene.(35,36) Guidi-Rontani et al. illustrated that a gerX null
mutant strain of B. anthracis did not germinate efficiently in vivo or in vitro,
and that the strain was less virulent in a mouse model of infection.(35) Ireland
and Hanna described the chromosomally encoded gerS operon in B. anthracis,
and they reported that the proteins encoded by the gerS locus most likely act as
receptors for germinants containing aromatic ring structures.(24) Weiner et al.
identified the gerH operon in B. anthracis and established that its gene products
are important for intiating two germination pathways.(37) The major pathway
affected was an amino acid-inosine pathway, while the alanine-aromatic amino
acid pathway was affected to a lesser extent.(37) Thus, multiple germination
operons may be required to encode appropriate germinant sensor machinery
and to promote the efficient germination of B. anthracis spores.

The transformation of a dormant spore into a vegetative, dividing bacil-
lus can be considered in three stages (1) activation, (2) germination, and
(3) outgrowth.(38) Upon commitment to germinate, the ungerminated spores
(bright/refractile as detected by phase contrast microscopy) become slightly
engorged and dark (dark/nonrefractile as detected by phase contrast mi-
croscopy) (Fig. 2). This conversion from ungerminated to germinated spores
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FIGURE 2. The extent of germination of dormant spores in vitro can be detected microscop-
ically as a decrease in refractility under phase contrast and an increase in staining by dyes.(39)

Phase micrographs of spore suspensions containing mainly ungerminated (UG), refractile spores
(A) or germinated, nonrefractile spores (B). Malachite green spore stains of suspensions with
mostly UG green-stained (light) spores and rare germinated ones stained purple (dark) with the
Wright/Giemsa counterstain (C), or approximately equal numbers of UG and germinated organ-
isms (D). Reprinted with permission from Elsevier.(39)

may also be detected by staining the samples with a suspension of malachite
green dye (Fig. 2).(39) As the germinated spores begin to outgrow to vegetative
cells, noticeable enlargement and elongation occurs, and the cells begin to
divide rapidly.(40)

Most B. anthracis strains tested germinate in vitro at relatively the same
rate, approximately 90% of the spores are germinated within 2 hours regard-
less of the virulence of that strain.(41) Some factors that may affect germination
rates include temperature, spore concentration, and germinants available to
the spores. B. anthracis germination is induced at temperatures ranging from
22 to 37◦C. It has been hypothesized that optimal germination at tempera-
tures less then 37◦C may play a role in virulence, particularly establishing a
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cutaneous infection.(41) Spore concentration is also important for efficient
spore germination in vitro. Large numbers of spores concentrated in a small
volume of medium germinate slower then a less concentrated sample.(41) It
has been hypothesized that this phenomenon may be a direct response to the
amount of germinant available in the medium to the spores. Finally, the specific
germinant and the amounts of germinant available to the spores are crucial
for inducing germination.

There are reported differences associated with optimal germinant com-
ponents. Sera collected from different animals affect the germination rates of
spores. For example, spores germinate more rapidly when exposed to bovine
sera or sheep sera as compared to spores exposed to mouse, guinea pig, or
horse sera.(24,41) Complex media such as brain heart infusion broth can induce
rapid germination of B. anthracis spores. In addition, studies have identified sin-
gle components that are efficient in stimulating spore germination. L-alanine
is a major germinant and can induce germination by itself; other amino
acids and nucleosides, such as inosine, function as co-germinants.(24,37,42)

Significant advances have been made in understanding the process of ger-
mination and sporulation of Bacillus species, yet numerous gaps remain in
aspects of these processes, especially as they relate to the pathogenic species,
such as B. anthracis (for example, location and identification of the germinant
receptor).

5.2. Spore Coat Proteins and Exosporium

Spore formation has been studied much more extensively in B. subtilis than
in B. anthracis. However, more attention has been focused on understanding
the spore coat of B. anthracis recently, as the coat may serve as an important
diagnostic tool and an antigen for vaccine development. There are many simi-
larities in structure of the spore between B. subtilis and B. anthracis ; both species
have a core, cortex, and coat. The main body of the spore, known as the core,
houses the chromosome of the bacterium. The cortex, composed of a mem-
brane and a thick layer of peptidoglycan, surrounds the core. The cortex is
then surrounded by the spore coat.

Many of the proteins composing the spore coat of B. anthracis and B. sub-
tilis are homologous, as determined by proteomic analysis.(43) Furthermore,
genomic comparisons between the two species showed that coat proteins in-
volved with the assembly of the spore coat, such as SpoIVA and CotE, are
similar between the two organisms, suggesting that the construction of the
coat occurs by the same mechanism.(44) The SpoIVA and CotE proteins of B.
anthracis, to date, have not yet been characterized as well as they have been
in B. subtilis. The SpoIVA protein in B. subtilis creates scaffolding around the
forespore for protein assembly to occur and to provide proper targeting for the
CotE protein.(45–47) The CotE protein also surrounds the forespore and serves
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FIGURE 3. Transmission electron micrograph of an ungerminated B. anthracis (Ames strain)
spore. The spore coat (SC) and the exosporium (Exo) are clearly visible. The exosporium consists
of a membrane and a hair-like fringe.

as the site for outer-coat proteins assembly.(46–48) Mutations in the respective
genes were constructed in B. subtilis. In a spoIVA mutant strain, the spore coat
is made; however, the coat misassembles by swirling within the mother cell
cytoplasm. If the cotE gene is inactivated, assembly for the outer coat layer is
disrupted.(48)

Although there are similarities in the structure between the spores of B.
subtilis and B. anthracis, important differences do exist. One major structural
difference between the two species is the presence of an exosporium (Fig. 3).
The exosporium is a loose-fitting layer that envelops the spore of B. anthracis but
is not present in B. subtilis. High-resolution electron microscopy has shown that
the exosporium consists of a paracrystalline basal layer and hair-like fibers.(49)

Further analysis measured the exosporium membrane to be 100 Å and the
hair-like fringe to be about 620 Å. Exosporia are also present on B. cereus and
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B. thuringiensis. The exosporium membrane of B. cereus consists of proteins,
polysaccharides, and lipids.(50) As B. cereus, B. anthracis, and B. thuringiensis are
genetically very closely related,(16) the exosporium composition of the three
species will most likely be similar.

Protein components of the exosporium of B. thuringiensis, B. cereus, and
B. anthracis have been identified. The first exosporium protein characterized
was from B. thuringiensis.(51) In this study, 72-kDa and 205-kDa glycoproteins
were identified as different forms of a component of either the exosporium or
the spore coat. Recently, Todd et al. determined the N-terminal sequence of
this purified protein, which corresponded in size and sequence to a protein
purified from the exosporium of B. cereus.(52)

In further studies with the B. cereus exosporium, Todd et al.(52) identified
10 components of purified exosporium from the ATCC 10876 strain of B. cereus.
All of these proteins were also encoded by B. anthracis.(52) Two proteins, ExsB
and ExsC, have some differences between the species. The B. cereus ExsB has
88% homology with the B. anthracis protein. However, between residues 17 to
34 of the mature B. cereus protein, only four of the 18 corresponding residues
of the B. anthracis protein are identical. In addition, the B. cereus ExsC protein
has only 66% identity with the protein encoded on the chromosome of B.
anthracis. The exsC gene of B. anthracis has an inefficient ATA initiation codon
and may not be expressed.

Sylvestre et al. described the first exosporium protein of B. anthracis,
BclA.(53) This protein has many similarities to mammalian glycoproteins, as
the central portion contains a region of GXX motifs, referred to as a collagen-
like region (CLR). The CLR is highly polymorphic among strains of B. an-
thracis, with the number of contiguous GXX triplets, varying from 17 to 91.
The length of the CLR correlates with the length of the filaments of the
exosporium.(54) The bclA gene was deleted in the Sterne 7702 strain of B.
anthracis.(53) When spores were constructed from this mutant, the hair-like
fibers normally present on the exosporium were absent. However, the exospo-
rium layer itself remained intact. Further testing of the mutant showed no
difference as compared to spores of wild-type B. anthracis when assayed under
several extreme conditions. In addition, the LD50 of the mutant strain was sim-
ilar to that of the parental strain in a mouse subcutaneous model of anthrax
infection.(53)

A study by Steichen et al. identified five of the major proteins from the
exosporium of spores from the Sterne strain of B. anthracis.(53) One of these
proteins was BclA.(53) Two other proteins identified in the exosporium were
BxpA and BxpB. These proteins did not show any significant homology to any
other current open reading frames available in nucleotide databases, although
homologs were identified in the unfinished B. cereus database. As these pro-
teins are absent in B. subtilis that lacks an exosporium, it is believed that these
proteins are necessary to form an exosporium.(55)
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6. VIRULENCE FACTORS

6.1. Anthrax Toxins

B. anthracis produces two toxins, lethal toxin and edema toxin. Both toxins
are classic examples of an AB-type toxin, in that toxin component A is trans-
ported to the cytosol of an intoxicated cell by toxin component B.(56) The two
anthrax toxins are composed of protective antigen (PA) coupled to either the
lethal factor (LF) or the edema factor (EF) to produce either lethal toxin (LT)
or edema toxin (ET), respectively. These three components, PA, LF, and EF
are encoded on the pXO1 virulence plasmid and are synthesized and released
from the bacterium as discrete monomeric units before being assembled to
form either toxin.

Protective antigen (PA): PA is the toxin component common to both the
anthrax LT and the anthrax ET. PA plays the role of transporter molecule
to either LF or EF. It is secreted from B. anthracis as an 83-kDa (735 amino
acids), monomeric protein before being converted to the active PA-63.(57) The
crystal structure of PA-83 has four protein domains.(58) Domain I binds two
calcium ions and contains the cleavage site responsible for converting PA-83 to
PA-63. Domains II and III are important for oligomerizing PA-63 and exhibit
characteristics implicated with membrane insertion. Domain IV binds to the
surface receptor on the eukaryotic cell being intoxicated.(59–61)

Once outside the bacterial cell, monomeric PA-83 binds to the anthrax
toxin receptor. PA-83 then undergoes a cleavage event, at which point the active
PA molecule becomes 63 kDa. The PA molecule is cleaved by furin or another
related endogenous protease and is then able to form a heptameric ring/pore
structure that is responsible for transport into the host cell cytosol.(62,63) The
heptamer of PA molecules may then accept three molecules of either EF and/or
LF.(64,65) LF and EF can only stably bind to PA-63 dimers or higher order
oligomers such as the heptameric PA-63 ring.(65–67) This holotoxin is then en-
docytosed into the cell. Upon trafficking into the endosome, it is hypothesized
that the lower pH triggers the PA heptamer to form a pore within the endoso-
mal membrane, ultimately releasing the EF and/or LF payload into the host
cytosol. The structure and function of this PA heptamer has been extensively
studied and point mutations have been made to characterize key residues in
this process.(68,69) In addition to this cell-dependent model, it has been shown
that PA can complex with LF in a cell-free environment.(70) Ezzell and Abshire
illustrated that PA is predominantly found as a 63-kDa protein in the blood
of infected animals.(70) These authors also reported that this cleavage of the
83-kDa PA protein was being catalyzed by a calcium-dependent, heat-labile
serum protease that was found in numerous animal species ranging from ro-
dents to primates.(70)

Lethal factor (LF): LF is a 90-kDa zinc-dependent metalloprotein-
ase.(71–73) The crystal structure of LF has been determined and has illustrated
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the presence of four distinct domains.(74) Domain I of LF is responsible for
binding to the PA heptamer, domains II and III are responsible for substrate
recognition, and domain IV contains the catalytic site.(74) Pannifer et al. ob-
served through crystallography and subsequent analyses that the LF has evolved
into an enzyme with “high and unusual specificity”.(74) For example, LT can
enter most cell types, but only certain cells are susceptible to the effects of the
toxin.(75,76) It has shown by several groups that macrophages appear to be the
primary targets of the lethal toxin effector molecule.(77–78)

Once inside the cell, LF has specificity for mitogen-activated protein kinase
kinases (MAPKKs), thus preventing the phosphorylation and subsequent acti-
vation of mitogen-activated protein kinases (MAPKs).(80–82) Park et al. demon-
strated that LF cleaves the MAPKKs at a point between their amino terminal
end and the catalytic domain.(83) The inactivation of these kinases selectively
induces apoptosis of activated macrophages.(83) This cellular lethality associ-
ated with LF has been described as closely resembling necrosis.(79) The exact
association between the MAPKK specificity and cellular lethality is still under
investigation. Popov et al. observed that sublytic doses of lethal toxin in vitro in-
duce several characteristics indicating apoptosis in RAW264.7 cells, including
change in membrane permeability, loss of mitochondrial function, and frag-
mentation of DNA.(76) When LF is introduced into the cytosol of macrophages
in the absence of PA, LF retains cytolytic potential.(84) These data suggest that
the toxic effects associated with LT can be attributed to LF.(84)

The effect of LT on cytokine production is somewhat unclear. In one
instance, it was reported that macrophages exposed to LT do not express
proinflammatory cytokines.(85) This is in direct contrast with another report
that cultured macrophages express high levels of tumor necrosis factor (TNF)
and interleukin-1 (IL-1).(79) In the latter report, the authors hypothesize that
the high levels of host cytokines induced in macrophages by the LT, mainly
IL-1, could be responsible for the systemic shock and subsequent death as-
sociated with the anthrax infection.(79) A very recent report describes the in-
hibitory effect of LT on the activation of interferon-regulatory factor 3.(86)

By inhibiting the activation of this regulator, LT also subsequently inhib-
ited cytokine production,(86) lending new support to the work reported by
Erwin et al.(85)

In addition, LF can affect several other cellular processes. Treating
macrophages with LF was associated with a decrease in glycogen synthase
kinase-3-beta, a pleuripotent kinase.(87) Tucker et al. demonstrated that zebra
fish exposed to LT have a delayed pigmentation process, experience cardiac hy-
pertrophy, and have a decrease in cellular tubulin production (2003). Webster
et al. demonstrated that LF can repress glucocorticoid receptor transactivation
even at very low concentrations.(88) Repression of the progesterone receptor B
and the estrogen receptor alpha has also been observed. It is hypothesized that
by repressing the glucocorticoid and other nuclear receptors, LF renders the
infected host more susceptible to infection by removing normally protective
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anti-inflammatory effects associated with certain hormones.(88) These recent
revelations of LF actions on cellular processes suggest that more work needs
to be done to obtain a more complete understanding of the effects of LF in an
infection.

Edema factor (EF): EF is an 89-kDa, calmodulin-dependent adenylate cy-
clase that is encoded by the cya gene located on pXO1.(89) As an adenylate
cyclase, EF increases intracellular levels of cyclic AMP, causing edema.(90) EF
has been shown to quickly increase the levels of cyclic AMP in Chinese hamster
ovary (CHO) cells by approximately 200-fold.(91) In addition, the rise of intra-
cellular levels of cyclic AMP in neutrophils inhibits phagocytosis.(92) Kumar
et al. proposed that by raising intracellular levels of cyclic AMP, EF interferes
with normal cell signaling pathways thus inhibiting the immune system and
subsequently promoting the infection.(93)

EF binds poorly to apo-calmodulin, but more tightly to calmodulin loaded
with Ca2+, illustrating that EF requires calmodulin as a Ca2+ sensor.(94) The
effects of EF have been examined in several cell types including CHO cells,
RAW264.7 cells, human neutrophils, and human lymphocytes.(93) Kumar ob-
served that the time course and intensity of the EF effects may vary, but upon
entry into the cytosol, there is a calcium influx that precedes the increase in
cyclic AMP.(93) Agents that interfere with the calcium influx also inhibit the
actions of EF.(93)

Like LF, EF requires PA to enter the host cell to intoxicate and subsequently
cause damage. It has been shown that the amino acid residues responsible for
binding EF and LF to the PA heptamer are identical.(95) This stretch of amino
acids (Val Tyr Tyr Glu Ile Gly Lys) is located in both EF (residues 136–142)
and LF (residues 147–153). When this region is mutated in EF, binding to PA
is blocked, but adenylate cyclase activity is retained.(95)

6.2. Anthrax Toxin Receptor-Mediated Internalization

A cellular receptor for anthrax toxin was identified as being a 368-amino
acid protein with extensive identity (the first 364 amino acids) to a protein
known to be upregulated in the colorectal endothelium, TEM8.(96) TEM8 en-
codes a 27-amino acid signal peptide, a 293-amino acid extracellular domain,
and a 23-amino acid region encoding a putative transmembrane region. Addi-
tionally, the anthrax toxin receptor (ATR) protein contains a short 25-amino
acid cytoplasmic tail that is responsible for the divergence between the TEM8
protein and the ATR protein.(96) Amino acid residues 44 through 216 encode
an extracellular von Willebrand factor type A (VWA/I) domain. It is hypoth-
esized that this motif is involved in ATR/protein interactions, as it has been
shown to be important for binding integrins to proteins. It is also of key im-
portance to mention the short cytoplasmic tail contains an acidic cluster (AC)
motif (EESSEE) that is similar to that seen in furin. It is proposed that the AC
motif causes the receptor to localize in the vicinity of or into regions occupied
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by the protease that is required to cleave PA-83, creating PA-63 which can then
heptamerize and enter the cell by endocytosis.(96)

In addition, Abrami et al.(97) recently showed that the ATR is associated
with raft-like lipid domains composed of cholesterol and glycosphingolipids
(2003). The ATR proteins are localized to nonionic, detergent-resistant rafts
resulting in heptameric clustering. Upon raft localization and binding of EF
and/or LF, the ATR/PA heptamer complex is rapidly internalized into the
eukaryotic cell. This internalization is by clathrin-dependent machinery and is
compared to the same process observed with B-cell receptors.(97)

For the anthrax toxins to become active, many events must be timed pre-
cisely. The PA must bind to the ATR, undergo a cleavage event converting from
PA-83 to PA-63, and heptamerize. Then the LF and/or EF must bind to the
complex to be translocated into the cell where they can be active. These events
must occur outside the cell. Thus, the endocytotic rate associated with the lipid
rafts containing the ATR proteins is critical to toxin function.(97)

More recently, Scobie and co-workers have identified a second potential
receptor for anthrax toxin. The human capillary morphogenesis protein 2
(CMG2) was shown to contain a VWA/I domain that has 60% amino acid
identity with the VWA/I domain from the TEM8/ATR protein.(98) It was es-
tablished that PA will directly bind CMG2 VWA/I domain and adding soluble
CMG2 VWA/I domain protected CHO-K1 cells from intoxication by anthrax
LT.(98) It was also noted that both TEM8/ATR and CMG2/ATR are found in a
host of different human tissue types, suggesting that these receptors would be
relevant to anthrax pathogenesis.

6.3. Toxin Gene Regulation

Early studies demonstrated that while PA is a required component of either
anthrax toxin, B. anthracis does not express toxin under all environmental con-
ditions. Because PA is an essential component of any effective anthrax vaccine,
empirical studies were undertaken to determine conditions that maximize PA
production.

Studies demonstrated that PA production is maximal during growth at
37◦C in defined medium containing minimal nutrients and bicarbonate.(99,100)

This is hypothesized to be the case as several nutrients are less available in
blood (several amino acids and iron) and bicarbonate is the buffering system
of the blood. Thus, Ristroph and Ivins proposed that B. anthracis evolved to
exploit unique environmental cues present in host tissues to induce toxin
expression.(99) Several B. anthracis encoded factors that influence anthrax
toxin expression are identified. Two of these proteins include AtxA and PagR,
which are encoded by genes within the pXO1pathogenicity island. AtxA is
a constitutively expressed transactivator essential for toxin expression and
virulence.(101–103) Analysis of the AtxA protein sequence suggests the presence
of several helix-turn-helix motifs located in the N-terminal region of the protein
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that may mediate DNA binding. Similar domains are known in a related Strep-
tococcus pyogenes transcription factor essential for virulence named Mga.(104)

Several studies indicated that AtxA is a master regulator that controls or in-
fluences expression of many B. anthracis factors, including chromosomally en-
coded elements.(105,106) AtxA interferes with ancestral sporulation pathways(23)

and is required for optimal B. anthracis growth on minimal medium.(105) An
additional pXO1 locus that influences toxin expression is a DNA-binding pro-
tein, termed PagR, which represses not only toxin expression but also chro-
mosomally encoded S-layer protein expression.(107–109) Several chromosomally
encoded loci have also been identified that influence toxin expression. One
such protein is the transition state regulator, AbrB, which represses toxin ex-
pression during log phase growth in vitro by repressing an alternative sigma
factor (SigH) which is likely required for RNA polymerase interaction with the
toxin gene promoter.(111)

6.4. Capsule: Chemistry and Composition

The other essential virulence determinant associated with B. anthracis is the
presence of a large capsule surrounding the vegetative bacilli. By phase and im-
munofluorescence microscopy, capsule first appears on germinating spores as
blebs that then coalesce on bacilli as they mature.(110) In electron micrographs,
capsule appears as wavy fibers on the outermost surface of bacilli.(112) Though
some of the capsule appears to be released from B. anthracis, much is tightly
bound to the bacillus and protects it from antibodies and other molecules ei-
ther as a function of its charge or size and density(112,113) (Fig. 4). Like many
other bacterial capsules, it consists of a repeating polyanion, but unlike most
other capsules, it is a protein, albeit a very unusual one. It is believed to be
entirely poly-γ -D-glutamate,(114–117) unlike the capsular material of other Bacil-
lus species, which are poly-γ -D, L-glutamate.(118) It is not known if there is
secondary or tertiary structure to the capsule. However, one study showed that
antiserum directed against capsule reacts more strongly with a branched polyg-
lutamate peptide than linear peptides.(119)

Capsule synthesis is dependent on each of three consecutive genes en-
coded on pXO2, a 965-kbp plasmid.(101,120) The genes, capB, capC, and capA,
encode proteins of 44, 16, and 46 kDa, respectively,(121) which are believed to
form a membrane complex, similar to that described for B. licheniformis.(123,124)

All three proteins were identified in a membrane fraction when expressed in
Escherichia coli minicells.(121) CapC is believed to be an integral membrane pro-
tein, as it is very hydrophobic, and is trypsin resistant when expressed in E. coli
spheroplasts. CapB and CapA each have a hydrophobic stretch of 20 amino
acids that likely anchor them in the membrane, while the other portions are
likely in the cytoplasm. Urushibata et al. suggested that CapB synthesizes cap-
sule on the inner side of the membrane and that CapC transports it across the
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FIGURE 4. India Ink staining of B. anthracis strains grown on NBY/bicarbonate agar at 37◦C with
20% CO2 for 48 hours. This stain clearly shows the development of a robust capsule surrounding
the bacilli in strains that are pXO2+ (panels A and C). (A) Ames (pXO1+, pXO2+), (B)�ANR
(pXO1−, pXO2−), and (C) �Ames (pXO1−, pXO2+).

membrane.(125) In addition to the three genes required for synthesis of the cap-
sule, another gene has been identified on the capsule operon. DepA, also known
as capD, is believed to be responsible for capsule degradation. DepA is a secreted
protein and theoretically might also enhance virulence by hydrolyzing host
γ -glutamyl compounds.(129) DepA is reported to be an endopeptidase(113,129);
however, it has high homology with γ -glutamyltranspeptidases, which hydrolyze
glutathione to glutamate and ammonia.(124) Transcription of capA–D can occur
independently, as each gene has its own promoter, or transcripts encoding the
entire operon can be produced. Northern blots with probes from any of the
cap genes hybridized to a 6–7-kb transcript from bacteria grown with carbon
dioxide/bicarbonate, but transcript was not detected in the absence of carbon
dioxide and bicarbonate.(129,113)
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6.5. Capsule Gene Regulation

Regulation of capsule production in B. anthracis by carbon dioxide and bi-
carbonate has been known for some time.(114,116,128) The physiological basis of
carbon dioxide/bicarbonate regulation is thought to be positive co-regulation
in combination with AtxA regulation,(129) and it is believed that this regula-
tory mechanism results in capsule and toxin production in vivo.(117) The equi-
librium among carbon dioxide, bicarbonate, and carbonate depends upon
pH. Regulation of capsule production by pH may also occur, as one report
shows more than 10 times more capsule on B. anthracis grown at pH 8.5 than
at pH 6.5.(130) Strains that constitutively express capsule have also been de-
scribed, but mechanisms of deregulation have not been determined.(59,130,131)

Perhaps they result from inactivation of an unidentified inhibitor of cap-
sule production. Such an inhibitor might also be made by some strains of
B. subtilis that have similar genes for capsule synthesis but do not produce
capsule.

There are two functional promoters upstream of the capsule operon.(129)

Transcription of the operon is positively regulated in trans by two proteins that
are 25% identical and appear to act on the same 70-bp sequence upstream of
the operon.(132)One of the regulators is AcpA, and is encoded on pXO2, more
than 11-kbp upstream of the capsule operon.(134) The other regulator, AtxA, is
encoded between cya and pagA on pXO1 and regulates transcription of many
genes, including cya, pagA, and lef.(106) Both of these transcription regulators
require carbon dioxide/bicarbonate to upregulate cap transcription, and acpA
transcription also requires carbon dioxide/bicarbonate. The significance of
acpA was illustrated by finding that the mutation of the gene in a pXO1− strain
eliminated transcription of the capsule operon and subsequent expression of
capsule, even in the presence of carbon dioxide and bicarbonate.(134)

The possibility of a regulator of capsule synthesis being encoded on
pXO1 was suspected because pXO1− strains generally have reduced capsule
expression.(133) Complementation with plasmids containing atxA restored cap-
sule production.(135,132) In addition, an acpA− mutant could be complemented
by atxA.(132) Recently, Drysdale et al. reported the discovery of another positive
regulator of capsule expression in B. anthracis. The new protein was named
AcpB, and is 62% similar to the previously described regulator AcpA. Reports
suggest that a main regulator of capsule synthesis, AtxA, exerts its effects on
the capBCAD operon indirectly by positively regulating acpA and acpB.(136)

6.6. Capsule Function

A number of reports claim that poly-γ -D-glutamate is non-immunogenic
(137–139) No peptide-specific antibody was detected to L-glu60D-ala40or D-glu60L-
ala40 injected into animals and humans.(140) This indicates the weak im-
munogenicity of D-amino acids in general and poly-D-glutamate in particular
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and is consistent with the T-independent nature of bacterial polyanionic
capsules.(141,142) Conversion of capsule to a T-dependent antigen by complex-
ing with a carrier protein was suggested by the work of Goodman and col-
leagues, which showed enhanced immunogenicity when B. anthracis capsule
was noncovalently linked to methylated bovine serum albumin simply by allow-
ing electrostatic interaction at pH 4.(138) More recently, several reports showed
dramatically enhanced immunogenicity of capsules of Bacillus species after
chemically cross-linking to carrier proteins.(139,143) In addition, bacterial com-
ponents may enhance antibody response to poly-D-γ -glutamate.(138) There are
reports of strong anti-capsule responses to boiled B. anthracis, though these are
only reported after a large number of injections with large doses of bacteria and
are not consistent.(119,121) Antibody to capsule has also been detected in human
sera; a retrospective study of a 1982 epidemic of cutaneous and oropharyngeal
anthrax in Thailand showed that while only 72% of the patients were positive
by ELISA for antibody to PA, 95–100% had positive anti-capsule titers.(145) It is
not known if the anti-capsule antibody formed in response to natural infection
is opsonic or protective. However, the finding that Hartley guinea pigs were not
protected after vaccination with live vegetative pXO1−, pXO2+ strains, while
they were fully protected by vaccination with pXO1+ strains,(144) suggests that
the antibody response to capsule on live bacteria may not be protective.

Capsule appears to be an indispensable virulence factor. Considering the
growth conditions required for capsule production, it is remarkable that crude
capsule preparations were first shown to be antiphagocytic in 1907 and capsule
was associated with virulence in 1915.(146,147) The mechanism(s) of phagocy-
tosis resistance has not been determined, but the phenomenon was dramat-
ically demonstrated in vitro by the reduction of phagocytosis of strains NP
and Sterne by guinea pig neutrophils after adding exogenous capsule.(148)

Exogenous capsule also enhanced virulence of the Pasteur II strain in guinea
pigs. Other reports described capsule-mediated phagocytosis inhibition in neu-
trophils and macrophages.(122,143) It is tempting to speculate that the gamma
peptide linkages or the D-configuration unique to B. anthracis capsule might
be required for this activity, but a report shows poly-α-L-glutamate can also
inhibit phagocytosis.(117)

Complement-binding to capsule, perhaps in conjunction with S-layer pro-
teins, has been reported.(13) Capsule-induced inhibition of anthracidal activ-
ity of normal horse serum and guinea pig leukocyte extracts has also been
reported.(117) Capsule might also camouflage bacilli from the immune system
by binding host proteins, such as lysozyme, protamine, and albumin.(137) In-
ability to degrade polymers of D-amino acids within lysosomes is yet another
possible virulence mechanism.(141,149,150)

A recent report attributed virulence of a laboratory strain to antiphago-
cytic and complement binding properties of released capsule fragments.(113)

Makino and colleagues attributed release of the capsule fragment to the activity
of DepA, encoded by the fourth gene of the capsule operon.(113) Their results



102 CHRISTOPHER K. COTE et al.

suggest capsule fragments might act as sinks for complement and perhaps
other mediators of innate immunity.

6.7. Accessory Virulence Factors

As described above, the well-defined factors that contribute to the viru-
lence of B. anthracis are the LT, ET, and capsule. Outside of these, few bacterial
products contribute to the progression of anthrax. The possibility that such
accessory factors exist is raised by four types of findings. (1) Mutations in spe-
cific genes or pathways reduce the virulence of B. anthracis strains. (2) Analysis
of the recently sequenced B. anthracis Ames strain genome(17,127,151) revealed
genes encoding factors predicted to contribute to virulence. (3) Variations in
virulence and ability to overcome vaccine-induced immunity in certain animal
models have been demonstrated between strains. (4) Attenuated strains exist
that retain the genes for the known virulence factors.

B. anthracis is a member of the B. cereus group of bacteria, which includes
B. thuringiensis, an insect pathogen, and B. cereus, generally considered an op-
portunistic pathogen of mammals. The genomes of these bacilli are quite
similar.(17,152,153) A niche for B. cereus group strains as commensal inhabitants
of invertebrate and even mammalian guts has been proposed.(154,155) Thus,
B. cereus group chromosomes presumably contain a number of genes that per-
mit colonization of and persistence in host environments. Furthermore, a num-
ber of virulence genes that are capable of damaging host cells and tissues have
been identified in B. cereus and B. thuringiensis. Many of these genes, encoding
enterotoxins, phospholipases, hemolysins, and proteases, are also present in
the B. anthracis chromosome.(17,153) Although they would seem to be obvious
candidates for B. anthracis virulence genes, there is currently little evidence of
their expression in vivo or contribution to anthrax. In B. cereus and B. thuringien-
sis, many of these genes are regulated by PlcR, a transcriptional activator that is
truncated and presumably inactive in B. anthracis.(156) The in vitro expression
of an active phosphatidylcholine-specific phospholipase C (cereolysin A), sph-
ingomyelinase (cerolysin B), and cholesterol-dependent cytolysin (cereolysin
O) by B. anthracis lacking full-length PlcR was recently documented.(158,159)

This suggests that orthologs of B. cereus PlcR-regulated genes may be expressed
in B. anthracis under certain conditions in the absence of full-length PlcR.
Heterologous expression of the plcR gene in B. anthracis induces protease,
lecithinase, and hemolytic activities in vitro with variable success.(109,159) How-
ever, the critical observation that the virulence of a recombinant plcR+ strain
of B. anthracis is not increased in mice indicates that PlcR-regulated factors
may not perceptibly contribute to the pathogenicity of B. anthracis.(23) This
may be at odds with an earlier report that expression of cereolysin A and B in
a recombinant, virulent B. anthracis creates a vaccine-resistant strain that can
be overcome only by vaccination with an attenuated strain expressing these
factors.(159)
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Regulatory factors contribute indirectly to the virulence of B. anthracis by
controlling the expression of known and perhaps unknown virulence factors.
A mutation in the atxA gene, whose product activates the expression of toxin,
greatly reduces the virulence of B. anthracis in mice.(102) In bacteria, multiple
sigma factors associate with RNA polymerase and modify the expression of
distinct sets of genes. In B. anthracis, only sigma B (σ B) has yet been studied;
this regulator responds to the stresses of stationary phase and heat shock.(160)

A σ B mutant was partially attenuated in mice, suggesting this factor plays a
supporting role in vivo. The genes comprising the B. anthracis σ B -regulon are
unknown, with the exception of a putative bacterioferritin.(160)

Many other bacterial products likely contribute to the growth of B. an-
thracis in the host environment, while not being strictly required for bacterial
viability. Such factors contribute indirectly to virulence. These may include sys-
tems involved in acquisition of iron(162) and other nutrients obtained from the
host environment, as well as the synthesis of required nutrients that the host
does not adequately provide. As an example, transposon mutants of B. anthracis
deficient in the synthesis of aromatic compounds are attenuated in guinea pigs
and mice.(163) A gerX mutant displays reduced virulence in mice, apparently by
decreasing or delaying spore germination.(35,36) It is anticipated that many ad-
ditional factors that contribute to germination, colonization, and persistence
in the host will be identified in the future.

Significant variations in virulence between strains of B. anthracis have
been reported.(164,166) This is intriguing, because this bacterium is thought
to exhibit very little genetic variation.(165) Variations in ability to overcome
vaccine-induced immunity between strains in guinea pig infections have also
been noted, but such variation has not been noted in rabbits and nonhuman
primates.(167–172) Furthermore, several B. anthracis strains, including several
that have been used as large-animal vaccines, appear to carry the genes spec-
ifying the major virulence factors, yet paradoxically are significantly reduced
in their ability to cause disease in animals.(173–176) It is important to point out
that toxin activity in such strains has not been assayed and could be deficient.
Transduction studies suggest that certain strains are attenuated in a manner
that is not dependent on the pXO1 or pXO2 plasmids.(59,166) The specific de-
fects leading to variations in virulence, vaccine resistance, and attenuation of
various strains await identification.

7. B. anthracis AND MACROPHAGE INTERACTIONS

Early studies on the pathogenesis of anthrax were performed to determine
the optimal host, route, and host cell for infection to occur. Normal epithelial
surfaces were shown to be relatively resistant to spores of B. anthracis. Young
et al. challenged guinea pigs by varying routes including oral, intraocular, intra-
rectal, and intra-vaginal.(177) The animals were also able to resist the challenge
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with as many as 1 × 108 spores. In addition, cutaneous infection in guinea pigs
was not possible unless the epithelium was injured. These results indicated that
B. anthracis spores lack the ability to invade intact epithelial tissue. However,
if B. anthracis spores were inhaled and exposed to the pulmonary epithelial
surface, a fatal infection ensued.(177) Despite the sensitivity of lung tissue to
challenge with B. anthracis, no lesions were apparent in the lung tissue. Young
et al. concluded that the lung serves only as a point of invasion for B. anthracis
and that the organisms are carried to some other part of the body to multiply.

Joan Ross provided histological evidence that alveolar macrophages were
the site of spore germination and multiplication.(178) For these studies, spores
were introduced into the trachea or bronchi of guinea pigs and then a time
course of infection was followed. Immediately after challenge, most spores were
found phagocytized by alveolar macrophages or next to cells lining the alveolar
wall. Within 35 minutes, most of the spores were phagocytized and more phago-
cytic cells became free within the alveoli. Extracellular B. anthracis spores were
not apparent.(178) Histological sections at this time point showed the bacteria
to counterstain with methylene blue, after acid-fast staining. This color change
indicated that the B. anthracis cells germinated. One hour postinfection, the
number of blue staining bacteria increased. By 2 hours, the macrophages con-
taining the spores passed into the lymphatic vessels. Furthermore, no free
spores were seen in the lymphatic vessels or lymph glands.(178)

The cytological features of anthrax within macrophages were described
by Shafa et al.(179) For these studies, alveolar macrophages were obtained from
rabbits and incubated with B. anthracis Sterne strain spores. The spores were
quickly engulfed by macrophages. The spores then germinated and multiplied
intracellularly and the macrophage eventually disrupted.

Since these seminal studies, molecular approaches have been initiated
to provide further insight into the interaction between anthrax spores and
macrophages. However, the fate of anthrax spores within macrophages contin-
ues to be debated. Guidi-Rontani et al. demonstrated that B. anthracis Sterne
strain (7702) spores were able to germinate within BALB/c mouse alveolar
macrophages as they are fusing with lysosomes. Using strains carrying lacZ tran-
scriptional fusions to atxA, lef, pagA, and cya, it was shown that β-galactosidase
activity was present in a phagolysosome of RAW264.7 macrophages, indicating
that the germination of the spore was associated with phagolysosomal fusion
and the expression of these virulence genes. It is postulated that B. anthracis
evolved to respond to sudden changes within the macrophage brought on by
fusion with lysosomes to express its virulence factors.(36)

As the B. anthracis spores germinate within the phagolysosome of a
macrophage, numerous antimicrobial factors must be overcome. Dixon et al.
performed studies to follow the fate of the B. anthracis Sterne strain spores
within RAW264.7 macrophages. From these studies, B. anthracis spores germi-
nated within the phagosome of the macrophage. As the vegetative bacilli were
vulnerable to the hostile antimicrobial environment of the phagolysosome,
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the bacteria escaped the phagosome, replicated in the cytoplasm, and were
eventually released from the macrophage. The studies were extended to ex-
amine mutant strains of B. anthracis to define the function of various virulence
genes in macrophage intracellular survival.(180) When using strain RP-31, which
is deficient in LT but retains a functional atxA gene, germinated vegetative
cells were present within the macrophages by 30 minutes after infection. By 2
hours, bacilli were escaping the phagolysosome. After 3 hours, replicating veg-
etative cells were seen within the cytoplasm, leading to eventual macrophage
permeability.(180) These results suggested that LT is not required for phagolyso-
somal escape or release from the macrophage. However, as described above,
virulence genes present on pXO1, including pagA and lef, are expressed as the
spores germinate within the phagosome.(36) When using strain UT60 that is
able to produce LT but contains a mutated atxA gene, or �Sterne, which is
pXO1−, the spores were able to germinate, but the bacilli accumulated in the
macrophage and were not released. These results provided evidence that for B.
anthracis to escape from the macrophage into the extracellular environment,
a functional AtxA regulator was needed.

Other studies showed that when macrophages were challenged with
B. anthracis spores, the bacteria were hindered in their ability to replicate in-
tracellularly. The survival of the Sterne strain 7702 was compared to Sterne
mutant strains carrying mutations in pagA, lef, or cya in Swiss murine peritoneal
macrophages and RAW264.7 cells.(181) No differences in uptake between the
Sterne strain and its derived mutants were observed in RAW264.7 or Swiss
murine peritoneal macrophages. However, 3 hours after uptake of the spores
by macrophages, spores of mutant B. anthracis strains lacking LF and EF were
less viable. Further microscopic analysis of the spores in the primary peritoneal
macrophages demonstrated that the spores devoid of the toxins did germinate
but were killed before producing the S-layer component of the vegetative cell
wall. In contrast, Sterne spores were able to germinate within the phagosome
of the macrophage and survive, but not multiply.(181) The macrophages har-
boring B. anthracis Sterne strain 7702 had lost membrane integrity and it ap-
pears that this cytotoxicity is LF mediated. Culture medium from the infected
macrophages was still toxic to uninfected macrophages.(181) However, if the
medium had monoclonal antibodies to either PA or LF added to it, the unin-
fected macrophages were protected. In contrast, the data of Dixon et al. showed
that macrophages incubated with a LF-deficient strain of B. anthracis, RP-31,
still experienced membrane permeability, as measured by 51Cr release.(180)

Macrophages have also been shown to be sporicidal in vitro. Peritoneal
macrophages isolated from A/J and CBA/J mice were challenged with Sterne
spores. After 60 minutes of incubation, macrophages from both strains of
mice had similar phagocytic rates. The survival of B. anthracis was followed
in the macrophages for 24 hours; however, extensive killing of the bacteria
was observed.(182) Results similar to these were observed in later studies with
the fully virulent Ames strain of B. anthracis and with culture medium that
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supported phagocytosis but not extracellular spore germination, Dulbecco’s
minimal essential medium with 10% horse serum.(183) Welkos et al. compared
the survival of spores from either the fully virulent strain of Ames or the
vaccine Sterne strain phagocytized by RAW264.7 cells or primary peritoneal
macrophages from C3H/HeN mice.(183) For both strains, germination of
the spores was observed within the macrophages and then the number of
intracellular organisms decreased over 24 hours. One difference noted for the
interaction with macrophages between Ames and Sterne spores was that Sterne
spores were much more adherent to macrophages and difficult to remove by
washing. When macrophages were treated with inhibitors of endosomal acidifi-
cation and then challenged with Ames spores, the spores germinated and were
then able to replicate intracellularly and escape from the macrophage. Taken
together, these results suggest that loss in spore viability after phagocytosis
may be associated with the antimicrobial environment of the macrophage
phagosomem, and that macrophages may be beneficial to the host in vivo.

The contribution of macrophages to the pathogenesis of anthrax infection
has also been an area of debate. To determine the role of macrophages in
intoxication, Hanna et al. depleted macrophages by silica injections in 6-month-
old BALB/c mice.(79) This procedure eliminated macrophages from the blood,
peritoneum, liver, and spleen. The silica-treated, macrophage-depleted mice
were resistant to a lethal dose of LT. The mice could be re-sensitized to LT
by providing cultured RAW264.7 cells to the macrophage-depleted mice. In
contrast, if supplied other cultured cells , Vero, CHO-K1, or IC-21, a toxin-
insensitive murine peritoneal macrophage cell-line, the mice were still resistant
to LT.(79) These results provide evidence that macrophages serve as mediators
of the lethal action of LT in vivo.

In response to LT, macrophages may release cytokines. These cytokines
might be responsible for host death by systemic shock. When RAW 264.7 cells
were exposed to varying amounts of LT, the macrophages produced both IL-1
and TNF in a dose-response manner.(79) In vitro studies were then expanded to
in vivo murine studies. Mice were depleted of IL-1 with antiserum to IL-1, lead-
ing to partial protection against challenge with LT. If mice were provided both
anti-IL-1 and anti-TNF, the animals were fully protected against a LT challenge.

Other in vitro data indicate a different effect of LT on macrophages.(85) Ex-
posure of the LT-sensitive macrophage cell lines, RAW 264.7 or J774 cells, or LT-
resistant murine macrophage cell line, IC-21, to lipopolysaccharide (LPS) from
E. coli, resulted in the expression of significant levels of TNF-α and IL-1β. In
contrast, when the cell lines were first exposed to LT, none of the macrophage
cell cultures expressed either TNF-α or IL-1β in response to LPS. The levels of
LT tested ranged from 10−6 to 102 µg/ml.(85) The authors suggested that the
LT may impair the host response to the anthrax infection, thereby hindering
the inflammatory response. Recently these reports have been supported by new
observations suggesting LT can inhibit the activation of the IFN-regulatory fac-
tor 3 and also subsequent cytokine production.(86) These contradictory reports
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concerning the role of LT in cytokine induction remain unresolved. Clearly,
the nature of the early interactions between B. anthracis and macrophages in
the pathogenesis of disease are complex and will require greater attention.

8. VACCINE AND THERAPEUTIC APPROACHES

Current vaccines used for prophylactic therapy against anthrax infection
consist of either cell-free culture filtrates or live attenuated vaccines. The
licensed vaccine against anthrax in the United States, Biothrax R© (formerly
AVA, Anthrax Vaccine Adsorbed, BioPort, Lansing, MI), has been in use since
1970.(184) It consists primarily of aluminum hydroxide-adsorbed supernatant
material from fermentor cultures of B. anthracis, V770-NP1-R.(185,186) PA is the
primary toxin component detected in the medium used. It is recommended
for individuals at risk of exposure to B. anthracis spores, such as wool workers,
laboratory staff, and military personnel. The vaccine is administered subcuta-
neously in 0.5-ml doses at 0, 2, and 4 weeks and then at 6, 12, and 18 months
followed by yearly boosters.(187) It is highly effective in rhesus macaques and
rabbits(172) and although there is no human clinical protection data, a vaccine
similar to Biothrax R© protected humans in a field study in a setting of industrial
exposure to high concentrations of spores.(188) A live attenuated vaccine
strain of B. anthracis, STI-1, which lacks the pX02 plasmid is licensed for use
in Russia and has been used for more than 50 years to vaccinate cattle, as well
as humans.(166) Although effective, adverse reactions to live vaccines, which
increase in frequency with the number of boosters administered, preclude
their use in Western countries. In animal experiments, however, live vaccines
confer superior protection to subunit vaccines in terms of time to onset
of immunity, number of doses required to achieve effective immunity, the
duration of protection, and the breadth of coverage.(187) However, the efficacy
of cell-free culture filtrate vaccines (Biothrax R©) in animal models other than
rabbits and macaques (ie., mice and guinea pigs) has been variable,(57,172)

although this variability may be related to differences in vaccine formulation
such as certain adjuvants being used.(189) Taken together, these data suggest
that research on development of alternate vaccines is warranted. In addition,
new vaccines will be required to combat the potential threat of recombinant
strains of B. anthracis.

Although AVA has proven to be a relatively safe and immunogenic
vaccine,(190) adverse reactions to the vaccine have been reported.(191,192) The
vaccine is derived from a sterile filtrate of B. anthracis adsorbed to alu-
minum hydroxide adjuvant and contains small quantities of undefined bac-
terial products.(193) The strain from which the vaccine is made, V770-NP1-R,
is fully toxigenic (pXO1+, pXO2−) and thus requires measures to be taken
for inactivation of small amounts of lethal and edema factor in the final vac-
cine product. A next-generation PA-based vaccine has recently been developed
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that is generated from a recombinant asporogenic, nontoxigenic, and nonen-
capsulated strain of B. anthracis.(194) This vaccine, which contains only puri-
fied PA combined with aluminum hydroxide adjuvant, has been shown to be
protective in a nonhuman primate model of anthrax infection(193) and elicits
toxin-neutralizing antibodies that correlate with protection in a rabbit model
of infection.(195) Currently, the recombinant PA vaccine is in the initial stages
of human clinical testing.

The major mechanism of protection conferred by vaccination with
Biothrax R© is to elicit a strong antibody response against PA, the major compo-
nent of the vaccine. Anti-PA antibodies neutralize the effect of the B. anthracis
toxins. There are several lines of evidence to date that suggest immune re-
sponses to components other than PA may contribute to protective efficacy of
a potential anthrax vaccine. For example, in animal studies, live-spore vaccines
are more protective than PA-based vaccines.(169,196) Additionally, anti-spore
antibodies elicited by vaccination with PA in combination with formaldehyde-
inactivated spores provided greater protection against spore challenge in both
guinea pigs and mice compared with vaccination with PA alone.(197) Vaccina-
tion with spores of an attenuated, recombinant strain expressing PA conferred
greater protection than vaccination with vegetative cells of the same strain.(198)

As anti-PA antibodies primarily protect against toxemia by neutralizing the ef-
fects of the toxin, these data suggest that a vaccine that induces synergistic
protective immunity against both toxemia and infection may provide superior
overall protection. The demonstration of spore-induced protective immunity
to B. anthracis has led to renewed interest in identifying spore immunogens
that may potentially serve as subunit vaccines. Surface-exposed spore antigens
provide the most attractive vaccine targets for this purpose.

Recently, a component of the spore exosporium, BclA was described(53)

and experiments on its immunogenicity were conducted.(55) Immunoblotting
with a panel of spore-specific monoclonal antibodies showed BclA, and specifi-
cally, the protein component of the glycoprotein, to be the immunodominant
antigen on the spore surface. In these studies, 60% of the monoclonal anti-
bodies blotted against spore extracts reacted with the BclA protein, suggesting
it is the primary immunogenic component. Further development of BclA as a
potential contribution to a subunit vaccine is ongoing.

Although antibodies to BclA have not yet been shown to protect animal
models, the immune response to spores and specific proteins associated with
spores warrants further investigation. It has been shown that PA may be asso-
ciated with the spore surface.(199,183) In addition, anti-PA antiserum enhances
the disposal of spores by promoting their phagocytosis and killing by murine
intraperitoneal macrophages.(199,183)It also was shown that anti-PA serum mod-
erately inhibited spore germination in vitro. Based on these results, it is rea-
sonable to assume that eliciting high anti-spore-specific antibodies may prove
beneficial in inhibiting the initial stages of B. anthracis infection. These anti-
bodies bind to ungerminated spores and facilitate their disposal possibly by
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inhibiting extracellular germination and outgrowth and/or promoting their
phagocytosis and killing by macrophages.(200) Thus, a vaccine that elicits both
anti-PA and anti-spore immune responses may prove beneficial in combating
anthrax infection.

A target for vaccine development that has largely remained uninvestigated
because of its low immunogenicity is the poly-D-glutamic capsule that covers
the surface of B. anthracis vegetative cells. The capsule of B. anthracis consists
of very high-molecular weight polymerized D-glutamic acid that is synthesized
by gene products located on the pX02 plasmid. Its production is regulated
by genes located on both pX01 and pX02 and by temperature, bicarbonate,
and the presence of CO2.(121) The capsule is anti-phagocytic in vitro(122) and
may provide barrier functions against bactericidal serum proteins, including
complement. Although antibodies to capsule can be detected after systemic
infections,(201) the capsule is poorly immunogenic.(110,201) Recent work showed
that opsonizing IgG antibodies can be elicited in mice by conjugating capsule
fragments to a protein carrier.(143) In these studies, various length peptides of
γ DPGA were conjugated at the C- or N- terminus to PA, bovine serum albumin
or recombinant Pseudomonas aeruginosa exotoxin A and the fusion proteins
administered to mice subcutaneously three times at 2-week intervals. High IgG
titers could be elicited by this protocol with the highest titers from vaccination
with decamers of γ DPGA conjugated at the C-terminus to recombinant PA.
Schneerson also showed that the IgG antibodies were opsonophagocytic in
an in vitro assay with neutrophils and that the level of opsonization directly
correlated with the IgG titer. Although the protective efficacy of the capsule
conjugates was not determined, the results demonstrated the feasibility of
eliciting a strong immune response to the B. anthracis capsule.(143) Adding
capsule antigen to the current anthrax vaccine could potentially enhance
the protection afforded by the vaccine and/or reduce the number of doses
required by the licensed vaccine, currently an initial series of six boosters over
18 months followed by annual boosters. If the opsonizing activity of the anti-
capsule antibodies is shown to be protective in animals, a capsule-containing
vaccine may prove to be a valuable tool in combating anthrax.

Live avirulent or attenuated bacterial carriers have also been examined
as potential delivery vehicles for anthrax antigens. A plasmid vector, pUB110,
carrying the gene encoding PA (pagA) was used to transform an asporogenic B.
subtilis strain. This recombinant strain secreting PA was used to inoculate guinea
pigs and mice and elicited high serum anti-PA antibody titers and strong protec-
tion against lethal anthrax challenge.(144,163) Attenuated strains of Salmonella
typhimurium have also been tested as carriers of PA in an oral delivery and
challenge model of anthrax. In these studies, an aroA-mutant of S. typhimurium
expressing PA conferred partial protection against challenge with wild type
B. anthracis.(203) In addition, recombinant strains of B. anthracis were exam-
ined as potential vaccine candidates. Nonencapsulated and nontoxinogenic
strains were transformed with recombinant plasmids expressing PA at various
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levels.(204) The immunity offered by the live recombinant anthrax vaccine cor-
related with the amount of PA expressed.(204) Cohen et al. used spores from
nonencapsulated and nontoxinogenic strains of B. anthracis that were engi-
neered to express recombinant PA to vaccinate guinea pigs. This study also
suggested that immunity correlated well with the amount of PA expressed by the
recombinant strains; however, it was suggested that spore-associated antigens
may also be a valuable component of an effective anthrax vaccine.(198) Ivins et al.
inoculated guinea pigs and mice with recombinant B. anthracis strains that were
deficient in the synthesis of aromatic compounds. Significant protection was
achieved by the live Aro-strains of B. anthracis, even when the animals were chal-
lenged with the fully virulent B. anthracis Ames strain.(163) Although not as com-
mon, viral vectors carrying the PA gene have also been tested in animal models
of anthrax. Recombinant viral vectors (vaccinia vector and Venezuelan equine
encephalitis vector) carrying pagA effectively elicited antibodies against PA and
afforded protection from B. anthracis challenge in mice and guinea pigs.(205,206)

Intramuscular vaccination with DNA encoding PA is another potential
strategy to protect against anthrax infection. Mice vaccinated with eukary-
otic expression plasmids carrying the genes encoding PA and/or a truncated
form of LF were protected against challenge with lethal doses of anthrax
toxin.(207,209) These studies found that a combination of PA and LF expressing
plasmids elicited far higher titers than either plasmid alone, suggesting that a
combination subunit vaccine may offer more protection than one in which PA
is the only component. Many strategies have been employed in an attempt to
efficiently induce immunity against B. anthracis. Although progress has been
made, there remains a need for new anthrax vaccine approaches.

Although effective prophylactic vaccines are vital to preventing disease
in exposed human populations and in controlling infection with B. anthracis
in domestic animals, the nonspecific early symptoms, rapid course, and high
mortality associated with inhalation anthrax mandate the availability of effec-
tive therapeutics. In addition to several antibiotics used to treat anthrax, other
strategies to neutralize the bacilli in vivo are also being explored. One such
approach to combating anthrax infections that has recently been explored
is by passive treatment with antibodies specific to B. anthracis antigens. The
approach is attractive as it is well established that protection against anthrax
is provided by a strong humoral immune response, in particular against PA.
The protective effects of polyclonal antisera specific to PA, Anthrax Vaccine Ab-
sorbed (Biothrax R©), or the Sterne spore vaccine have been examined.(208) Only
PA-specific antiserum was significantly protective, resulting in a 67% survival
rate. In a separate study, the protective effects and toxin neutralizing activity
of polyclonal antisera directed against LT components (PA or LF) or against
Sterne were evaluated. It demonstrated that while antibodies to LF strongly
neutralized the effects of toxin in vitro, polyclonal anti-PA-specific serum was
the most effective in protecting against a lethal spore challenge. Note that a
combination dose of both anti-PA and anti-LF serum provided significantly
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better protection than anti-PA alone.(210) Thus, an effective passive exposure
regimen should include anti-PA or a combination of anti-PA with other B. an-
thracis or toxin specific antisera. A combination of antibiotic therapy combined
with active postexposure vaccination may provide the highest probability of suc-
cessfully treating anthrax bacteremia.(211) Administering polyclonal anti-sera
may also be an effective prophylactic treatment in cases where the prolonged
vaccine regimen is prohibitive or when exposure to high levels of B. anthracis
spores or toxins is a threat, as during a biological terrorist attack.

Another strategy to block the effects of anthrax toxin is the development
of dominant negative mutants of PA. By constructing mutations in domain II of
PA, the domain that is critical for membrane insertion and thus translocation
of EF and LF into the target cell cytosol, the authors showed they could inhibit
toxin activity in vitro and in vivo.(212) The mutant form of PA still bound to the
cell receptor could thus be used to competitively inhibit wild-type PA in a domi-
nant negative fashion. In vivo studies showed that whereas wild-type PA plus LF
killed rats within 60 minutes, an equimolar mix of the dominant negative mu-
tant with-wild-type PA and LF protected the animals, even after 48 hours. These
data raise the possibility of using mutant PA as a therapy for anthrax infection.

Recent work has focused on the use of bacteriophages as a means of treat-
ment and detection of B. anthracis.(213) Bacteriophages produce lytic enzymes
necessary to hydrolyze the bacterial cell wall to release progeny phage. PlyG
lysin from the γ phage could lyse B. anthracis and B. cereus strains belonging to
the B. anthracis cluster. PlyG was lytic to both germinating spores and vegetative
bacilli of B. anthracis. When mice were infected with a B. cereus strain that is
closely related to B. anthracis, 80% of the mice were protected when supplied
with the PlyG lysin 15 minutes after infection.

The potential of using B. anthracis as an agent of bioterror has been studied
for decades. Although the potential was realized many years ago, it was brought
to the forefront most dramatically in the United States in 2001. Although cur-
rent vaccines and antibiotic therapies have improved estimated survival rates
after exposure to B. anthracis, new threats may emerge. Antibiotic-resistant
strains, super-virulent strains, and engineered strains are likely to be devel-
oped. Further studies of the basic biology and pathogenesis of B. anthracis
leading to new vaccine candidates and novel treatments, both prophylactic
and postexposure, are needed to counteract future threats.
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1. INTRODUCTION

Francisella tularensis, the etiological agent of tularemia, is one of the most
infectious pathogens known. Human cases of the disease occur infrequently
in the northern hemisphere, mainly in some parts of Scandanavia and in
Russia.(1) It is probably the high infectivity, ease of culture, and low levels
of natural immunity to the bacterium that originally attracted interest in
F. tularensis as a bioweapon.(2) During the 1930s and 1940s the bacterium was
evaluated by Japanese germ warfare units. Later, both the former Soviet Union
(fSU) and the USA reportedly produced weapons capable of disseminating
the bacterium.(2) The programme to develop biological weapons in the USA
was abandoned in 1969. In other countries the status of the programme is
not clear, and there are some suggestions that strains which are resistant to
commonly available antibiotics have been developed for use as bioweapons.(2)

The severity of disease caused by F. tularensis is highly dependent on the
causative strain and the route of entry of the bacterium into the host. Currently,
there are four accepted subspecies (Table I), and F. tularensis subsp. tularensis is
the most virulent in humans. Most naturally acquired cases of disease in humans
are the consequence of a bite from an arthropod vector that has previously fed
on an infected animal.(1) Ulceroglandular tularemia is the usual form of disease
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TABLE I
Some Properties of the Four Subspecies of F. tularensis

Identification and diagnostic tests

50% Lethal dose Citrulline Glycerol Glucose
Subspecies in humans ureidase fermentation fermentation

Tularensis 10–50 cfu3 + + +
Holarctica <103 cfu3 − − +
Mediaasiatica NR + + −
Novicida >103 cfu3 NR NR +

cfu: colony forming units.

that develops, and is severely debilitating, but not often fatal.(1,2,4) Ticks such
as Dermacentor reticulatus and Ixodes ricinus are the most frequent vectors, and
mammals such as ground squirrels, rabbits, hares, voles, water rats and other
rodents are believed to be the usual reservoirs of infection.

The inhalation of F. tularensis can result in the development of pneumonic
disease. Naturally occurring cases of primary pneumonic tularemia are infre-
quent, and are usually a consequence of the inhalation of dusts from hay con-
taminated from infected rodents.(5−7) Most of the information on pneumonic
tularemia comes from the infrequent cases that occur naturally and from tri-
als with human volunteers in the USA during the 1950s.(8,9) Two naturally
occurring outbreaks have attracted particular attention. Firstly, a number of
cases of pneumonic tularemia were reported in Sweden during 1966–1967.(7)

The disease was contracted by those working in farming communities, and the
available evidence indicates that the bacteria were inhaled in dusts generated
when contaminated hay was moved from storage sites in fields into barns. Sec-
ondly, there have been a number of cases of pneumonic tularemia on Martha’s
Vineyard in the USA.(10) The etiology of these cases is somewhat unusual, be-
ing associated with lawn mowing or brush cutting activities that resulted in the
generation of airborne bacteria from the remains of rabbits that had died from
tularemia.(10)

F. tularensis used as a bioweapon would be expected to be delivered by the
aerosol route, and would most likely cause pneumonic tularemia.(2) Previous
human volunteer studies in the USA have shown that the infectious dose of
F. tularensis subsp. tularensis by the airborne route is between 10 and 50 cfu.(8)

The World Health Organization has used this information to predict the num-
ber of casualties following a bioweapon attack with F. tularensis (Fig. 1).(11)

Providing appropriate medical care for the large number of incapacitated ca-
sualties would pose significant logistical problems. Based on these predictions,
the centers for disease control and prevention estimated that the cost to society
of an airborne exposure to F. tularensis would be $5.4 billion for every 100,000
persons exposed.(2)
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FIGURE 1. Number of deaths and number of cases of incapacitating disease following an airborne
attack with 50 kg of dried F. tularensis. Exposure of an urban population of 500,000 (A), 1,000,000
(B) or 5,000,000 (C) in an economically developed country. Exposure of an urban population
of 500,000 (D), 1,000,000 (E) or 5,000,000 (F) in a developing country. Data taken from Health
Aspects of Chemical and Biological Weapons, 1970, World Health Organisation, Geneva.(11)

2. PATHOGENESIS

2.1. Human Disease

F. tularensis is able to enter the host after vector-borne delivery (i.e., across
the skin) or by crossing a mucosal surface.(1) In the case of vector-borne de-
livery the most likely outcome is ulceroglandular tularemia. The typical incu-
bation period for ulceroglandular tularemia is 3–6 days, with the subsequent
formation of an ulcer at the site of infection (i.e., the vector bite).(1,2,4) The pa-
tient experiences sudden onset of flu-like symptoms including fever (38–40◦C),
headache, chills, and generalized aches.(1,2,4)Often swollen lymph nodes de-
velop which resemble the bubo’s associated with bubonic plague. Disease with-
out the development of an ulcer is termed glandular tularemia, while disease
without either the development of an ulcer or lymphadenopathy is usually
referred to as typhoidal or septicaemic tularemia. Oculoglandular, oropharyn-
geal, gastrointestinal, or pneumonic tularemia are all rare forms of the disease,
which occur as a consequence of entry into the host via the relevant mucosal
surface.(1)

Septicemic and pneumonic tularemia, when caused by F. tularensis subsp.
tularensis, represent the most severe forms of disease with a typical mortality
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rate of 30–60%.(1,2) Both of these forms of disease may develop from ulcerog-
landular or glandular tularaemia, but primary pneumonic disease is the con-
sequence of the inhalation of bacteria. The clinical features of pneumonic
tularemia are quite variable and the disease may present without obvious signs
of a pneumonia.(5) Human volunteer studies during the 1950s have provided
data on the development of disease in a controlled environment. In these
studies the symptoms of pneumonic tularemia developed within 3–5 days of
exposure to airborne bacteria and disease was characterized by a fever of up
to 40◦C. The signs and symptoms of primary pneumonic tularemia include
brachycardia, chills, dyspnea, and a nonproductive cough.(5) There may also
be headache, sore throat, myalgia, and nausea. There is often hemorrhagic
inflammation of the airways that may progress to a bronchopneumonia. Pleu-
ritis is a common feature and enlargement of the hilar lymph nodes is a com-
mon radiological feature.(2) Clinical disease may last from a few days to several
weeks.(5)

2.2. Animal Models

A number of animal species have been investigated for susceptibility to F.
tularensis infection. A study published in 1946 reported that F. tularensis subsp.
tularensis (strain SchuS4) was virulent in the mouse, guinea pig, hamster, rab-
bit, and the cotton rat.(1) The cotton rat was shown to have a high degree of
host variation and consequently has received little further attention. A number
of subsequent studies have evaluated the infectivity of the four subspecies of
F. tularensis in mice, guinea pigs, and rabbits. Mice and guinea pigs have been
shown to be susceptible to acute disease caused by F. tularensis subsp. tularen-
sis and subsp. holarctica. Rabbits are most susceptible to strains of subspecies
tularensis.(1) However, the animal species of choice for most studies to date has
been inbred mouse strains with BALB/c or C57BL/6 (and genetic mutants
of each) mice being most commonly used for pathogenesis and protection
studies.

BALB/c and C57BL/6 mice are susceptible to infection with subsp.
tularensis or subsp. holarctica. However, these strains show significant differ-
ences in susceptibilities to challenge with the live vaccine strain of F. tularensis
(LVS).(12) The virulence of F. tularensis LVS in mice is also dependent on the
route of delivery. This strain is fully virulent when delivered intraperitoneally,
but is attenuated when delivered intradermally or subcutaneously.(13) Because
F. tularensis LVS is virulent in mice when given by some routes, this strain
has been used extensively for many studies on the pathogenesis of tularaemia.
Conversely, since the intradermal or subcutaneous routes of challenge are anal-
ogous to the most frequent route of natural infections, this has led to some
debate over the applicability of the model to accurately mimic natural disease
caused by fully virulent strains of F. tularensis.
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The administration of F. tularensis LVS into mice by the intradermally or
subcutaneous route can result in the induction of protective immunity. How-
ever, the nature of this protective response is also dependent on the mouse
strain used. Immunized BALB/c mice have been shown to be protected against
a subsequent challenge with either F. tularensis subsp. holarctica or F. tularensis
subsp. tularensis strains, while immunized C57BL/6 mice show little protec-
tion against the latter strains.(14,15) The reasons for this have not yet been
identified.

2.3. Cellular Pathogenesis

The pathogenesis of tularemia is poorly characterized. However, many
insights have come from studies of F. tularensis infection of mice, a model
generally considered to represent tularemia in humans.(13,16) A major find-
ing was the demonstration that F. tularensis is an intracellular pathogen with
the ability to replicate within macrophages.(17) In cases of ulceroglandular tu-
laremia it is believed that initial replication of the bacteria occurs locally in the
skin within polymorphonuclear leukocytes (neutrophils or PMNs), attracted
by chemokines resulting from a pronounced inflammatory response, and res-
ident macrophages. The bacteria are rapidly transported to regional lymph
nodes and disseminated by leukocytes(18) by systemic circulation to other or-
gans, especially the spleen, kidney, and liver.(2)

In addition to their ability to parasitize macrophages and neutrophils, it
has been demonstrated that F. tularensis can also replicate within hepatocytes
upon arrival in the liver. The inflammatory response to this foci of infection
leads to the recruitment of activated macrophages, NK cells, monocytes, and
T cells.(19) These immune cells function to destroy the infected hepatocytes
and clear the released bacteria by ingestion of activated macrophages, forming
granulomas in the process. The pathogenesis of pneumonic tularaemia is less
well understood. However, studies in non-human primates have provided some
insight into the likely pathogenesis of the disease. The bacteria are initially
confined to the bronchial lymph nodes, and replication appears to occur at
this site.(20) Within a few days bacteria are disseminated to the spleen and
liver where pyogranulomatous lesions are observed,(21) an outcome also seen
following intradermal infection. Similarly, autopsies in fatal cases of tularemia
revealed the presence of necrotic granulomas in several tissues including the
spleen and lymph nodes.(22) Necrosis of the lung and spleen is also seen in
mice following aerosol infection with virulent F. tularensis, thus supporting the
mouse as a model of tularemia in man.(19)

The mechanism(s) by which F. tularensis causes death of some infected
individuals is unknown. However, death is often a consequence of organ failure,
sepsis, with the subsequent development of systemic inflammatory response
syndrome, disseminated intravascular coagulation, and acute and respiratory
distress syndrome.(2,5)
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2.4. Molecular Pathogenesis

The intracellular niche adopted by Francisella, while affording protection
from serum immune responses, results in the pathogen’s exposure to the po-
tent antimicrobial activity of immune effector cells. However, before entry into
phagocytic cells the bacteria must first evade killing by innate serum compo-
nents such as complement. It has been shown that a capsule deficient mutant of
F. tularensis LVS is susceptible to the bactericidal effect of nonimmume human
sera, although uptake by PMNs of complement opsonized Francisella prevents
induction of the respiratory burst and killing of the bacteria. In contrast, uptake
of F. tularensis strain LVS by PMNs leads to killing of greater than 75% of the
phagocytosed bacteria.(23) If and when virulent strains of F. tularensis express
this capsule during infection, and subsequently the mechanism of opsonization
and uptake by PMNs and macrophages, remains to be determined.

Bacterial lipopolysaccharide (LPS) is a potent mediator of the proinflam-
matory response causing infected cells to release cytokines and chemokines
such as TNFα, IFNγ, IL-12, CXCL8 and CCL2, and the activation of other
innate immune cells. LPS from F. tularensis strain LVS is intriguing in its in-
ability to elicit these classic proinflammatory responses. This may be due to
an empirical lack of immunostimulatory properties or as a result of binding
to a host cell receptor that fails to initiate the production of an inflammatory
response. In support of the latter, Telepnev et al.(24) have shown that F. tularen-
sis LPS does not act as a competitive inhibitor of E. coli LPS for the Toll-like
receptor (TLR4). Notwithstanding the latter observations, reflection to the
gross pathology of F. tularensis infection reveals a rapid pronounced inflam-
matory response, suggesting the existence of an alternative T-cell-independent
activation mechanism of macrophages.

The determination of the role of LPS in disease may be further com-
plicated by the observation that some strains of the bacteria can display two
types of LPS. The predominant type is a nonstimulatory chemotype (FT LPS)
and a second chemotype resembles the LPS produced by Francisella tularensis
subsp. novicida (FN LPS).(25) Analysis of this latter chemotype has revealed that
its immunobiological activities are similar to classic immunocompetent bacte-
rial LPS molecules, inducing robust amounts of IL12 and TNFα from mouse
macrophages.(26) This raises the possibility that expression of FN LPS during
infection may contribute to the pathogenesis of tularemia. However, it has yet
to be demonstrated that FN LPS has a similar immunostimulatory effect on
human macrophages. Also, concurrent with the requirements to determine
the role of capsule in pathogenesis, there is a need to determine when, during
infection, the various chemotypes of LPS are expressed.

F. tularensis has been shown to enter macrophages via a cytochalasin B-
insensitive pathway with the result that the respiratory burst is not activated.(27)

Opsonized bacteria taken up by neutrophils do activate the respiratory burst
and while F. tularensis LVS succumbs to this bactericidal action, fully virulent
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strains of F. tularensis subsp. holarctica are able to survive. This difference is prob-
ably due to the resistance of fully virulent strains to hypochlorous acid, a po-
tent product of the hydrogen peroxide-myeloperoxidase-chloride system.(28)

Another antibacterial mechanism of phagocytic cells is the production of nitric
oxide (NO). The different chemotypes of LPS can reportedly affect NO pro-
duction in peritoneal macrophages,(25) suggesting that phase variation of LPS
by Francisella may modulate this innate immune response. The importance of
Francisella LPS as a modulator of the immune response and potential virulence
factor is supported by studies suggesting that the Francisella ABC transporter,
valA, is important in the assembly of LPS.(29) Furthermore, mutation of this
locus renders bacteria susceptible to killing by serum and restricted for growth
within macrophages.(30)

Another significant antimicrobial mechanism of phagocytes is the fusion
of the lysosome, an organelle containing numerous enzymes capable of degrad-
ing a range of macromolecules, with the bacteria-laden phagosome. Other
pathogens either prevent phagolysosme fusion, such as Mycobacteria, or as
in the case of Listeria monocytogenes, escape from the phagosome before fu-
sion. Mycobacteria prevent fusion of the lysosome by excluding a host vesicular
proton ATPase from the phagosome resulting in lack of acidification of the
phagosome.(31) In contrast, Francisella requires acidification of the phagosome
for the sequestration of iron.(32) It has been proposed that this acidification of
the phagosome may be a prerequisite for the induction of Francisella virulence
factors that lead to escape from the phagosome to the cytosol.(33) The mecha-
nism by which Francisella escapes the phagosome is as yet undetermined, but
is thought to be distinct from the mechanisms employed by several other in-
tracellular pathogens. L. monocytogenes escapes the phagosome by producing a
pore-forming listeriolysin; however, no such homologue of this virulence fac-
tor has been identified in the genome sequence of F. tularensis strain SchuS4
(subspecies tularensis).

Analysis of the protein profile of Francisella expressed within macrophages
identifies very few proteins that are upregulated, suggesting that this pathogen
has evolved to be tolerant of the hostile intracellular environment of host
phagocytic cells.(34) Of the four proteins that do show upregulation during
growth in macrophages, a 23-kDa protein was also shown to be upregulated in
response to exposure to oxidative stress, suggesting that this protein’s function
is related to the adaptation to an intracellular environment. It is interesting
to note that there are two copies of the gene encoding this protein, iglC, in
both F. tularensis subspecies tularensis and F. tularensis LVS, reinforcing the hy-
pothesis that this gene is essential for the intracellular growth of Francisella.
This hypothesis has been further substantiated by the finding that a derivative
of F. tularensis LVS, containing mutations in the genes encoding this protein,
shows impaired multiplication in a macrophage cell line. This mutant is also
attenuated in a mouse model of infection.(35) Another genetic loci that has
been implicated as necessary for intracellular growth of Francisella is the mglAB
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locus.(36) It has been proposed that MglAB may be a transcriptional regulator
given its high similarity to the E. coli regulator SspAB. This idea is corroborated
by the observation that a strain of F. tularensis subspecies novicida harboring a
mutation in mglAB results in a change in expression of several proteins and
precludes intracellular growth.

As with some of the mechanisms of cellular pathogenicity discussed above,
F. tularenis appears to have a distinct method of ultimately killing its host. It
has been shown that the bacteria must multiply intracellularly to induce cy-
topathogenicity and host cell apoptosis.(37) The mechanism by which apopto-
sis is effected by Francisella is similar to that of the intrinsic apoptotic pathway
involving the release of cytochrome C from the mitochondria.(38) However,
the upstream mechanisms leading to this programmed cell death remain to
be determined.

3. IMMUNITY

3.1. Natural Infection and Immunity

It is generally accepted that recovery from tularemia results in long-lived
immunity, with re-infection reported very infrequently.(39) Agglutinating anti-
bodies in serum appear during the 2nd or 3rd week of disease,(5,39) reaching
a maximum several weeks later, and remaining detectable in some individu-
als for at least 10 years after infection.(39) The antibody response that devel-
ops after infection is primarily directed toward lipopolysaccharide.(39–41) It is
clear that antigens other than LPS are recognized during infection, but some
studies have shown that surface proteins may be partially masked by surface
polysaccharide.(39) Over the past 15 years a number of protein antigens that
are recognized by convalescent sera have been identified,(42,43) work that has
been supported recently by the development of proteomic approaches to the
identification of immunoreactive antigens (Table II). Antibody to the heat
shock protein components Hsp 60 and Hsp10 reportedly predominate,(44)

and surprisingly many of the other immunoreactive proteins would also be
considered to be cytoplasmically located. The antibody responses that develop
to these proteins might be used as the basis of future diagnostic tests for tu-
laremia. However, it is not clear at this stage whether these immunoreactive
proteins might be exploited as components of a subunit vaccine.

In parallel, there has been some work to identify antigens able to activate
T-cells. At least four outer membrane proteins are able to stimulate prolifera-
tion of αβT-cells taken from individuals who had previously been vaccinated
with the live vaccine strain (LVS) of F. tularensis or who had previously con-
tracted tularemia.(45,46) These proteins generally appear to stimulate the pro-
liferation of CD4+ T-cells rather than CD8+ T-cells.(47)One of the membrane
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TABLE II
Proteins Antigens Reported to be Recognized by Antisera

from Individuals Previously Infected with F. tularensis

Protein

43 kDa outer membrane protein(42)

Chaperone DnaK(43)

Hsp60(43)

Hsp10(43)

17 kDa lipoprotein (Tul4)(43)

Elongation factor TU(43)

Glycine cleavage system T1 protein(43)

Hypothetical protein(43)

Oxidoreductase(43)

Biotin carrier protein(43)

50S ribosomal protein(43)

Probable bacterioferritin(43)

3-dehydroquinase(43)

Histone-like protein(43)

proteins that is capable of inducing proliferation has been identified as the
17 kDa TUL4 lipoprotein.(48) Hsp10, Hsp60, and DnaK are also capable of
causing proliferation of αβT-cells from individuals who have recovered from
tularemia.(47) These proteins are associated with the general stress responses
of bacteria and are normally considered to be cytoplasmically located. All of
these proteins are also recognized by convalescent sera.(43)

There is also sufficient evidence that γδ T-cells are activated in individu-
als suffering from tularemia.(49) The identity of the antigen(s) which stimu-
lates γδ T-cell activation is not known. In other intracellular pathogens such
as Mycobacterium tuberculosis nonpeptidic phosphoesters are implicated in this
response.(50) Experimental evidence indicates that phosphoantigens also play
a role in the activation of γδ T-cells in tularemia patients.(49) Only limited ac-
tivation of γδ T-cells was seen in individuals who had been immunized with
F. tularensis LVS, leading to the suggestion that the activation of γδ T-cells may
be linked to the virulence of the infecting strain. The significance of the acti-
vation of γδ T-cells is not clear. However, the long-lasting recall responses of
γδ T-cells appears to be minimal, suggesting that these cells may not contribute
to long-term protection against re-infection with F. tularensis.(47)

3.2. Live Vaccines

Following Pasteur’s demonstration that attenuated viruses could be used
as effective vaccines, numerous researchers employed this strategy to the de-
velopment of vaccines for other pathogens. Perhaps the most notable success
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of this approach is the vaccine against tuberculosis, bacille Calmette-Guérin
(BCG). Before World War II, similar approaches were undertaken in the for-
mer Soviet Union for the development of a vaccine against tularemia. In the
1930s El’bert et al. demonstrated protection in a small animal model against
a virulent culture of F. tularensis following immunisation with an attenuated
strain.(51) In 1942, an attenuated strain of F. tularensis strain Moscow, was ad-
ministered to humans with effective protection demonstrated. Development
of live vaccines continued in the former Soviet Union, several of which were re-
ceived by the United States in the 1950s. From one of these strains, a subspecies
holarctica (Type B), the live vaccine strain (LVS) was developed.(52)

Initial studies with LVS demonstrated that this vaccine was more efficacious
in a small animal model when administered as a viable culture,(52) as is the case
for BCG. The reason for the increased protection observed with live attenu-
ated intracellular pathogens is not fully understood, although it has been pro-
posed for BCG that active secretion of proteins is required for protection.(53)

Although the infectious dose of F. tularensis strain SchuS4 is reported to be
between 10 and 50 cfu,(8) volunteers immunized with F. tularensis LVS were
protected against an aerosol challenge with 200 cfu of strain SchuS4.(54) Other
studies have shown that F. tularensis LVS administered by the respiratory route
affords better protection against an aerogenic challenge than intradermal
immunisation,(55) a finding also observed with the BCG vaccine.(56) However,
F. tularensis LVS is usually administered by scarification.

At present LVS, although an effective vaccine against tularemia, is not
currently licensed for use. Reasons for this may include mixed colonial mor-
phology and variable immunogenicity, and not least a lack of understanding of
the mechanisms of attenuation and protection. However, the finding that an
attenuated strain of F. tularensis can provide protective immunity suggests that
genetically defined and rationally attenuated mutants are a feasible prospect.
Such a mutant should be avirulent, be able to replicate in vivo, but have a lim-
ited ability to survive, ensuring that a protective immune response develops
without causing disease. Indeed, for other pathogens, strains containing muta-
tions in genes of essential biosynthetic pathways are already being considered
as potential vaccines.(57) The generation of rationally attenuated auxotrophic
mutants is favorable, as it has been proposed that their limited replication
would allow their administration to immunocompromized hosts without the
threat of disease.(58) Many investigators have targeted genes involved in the
purine biosynthesis pathways for the construction of rationally attenuated mu-
tants. Analysis of the F. tularensis SchuS4 genome sequence indicates that genes
encoding all of the enzymes in this pathway are present, but the function-
ality of this pathway has not been confirmed experimentally. Other genes,
which play a role in the growth of F. tularensis in macrophages, might also
be targeted for the construction of rationally attenuated mutants and a more
detailed analysis of the genome sequence may reveal other gene targets for
inactivation.
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3.3. Subunit Vaccines

At around the same time as the Soviet Union was developing live attenu-
ated vaccines, researchers in the United States suggested that immune serum
could be used as a prophylactic treatment of Tularemia in humans. Subse-
quently, Lee Foshay investigated the possibility of using killed F. tularensis cells
as a vaccine by virtue of its ability to induce a humoral immune response. Stud-
ies in mice, nonhuman primates, and also in humans did demonstrate low
level protection against disease,(59) although the reactogenicity of killed whole
cell vaccines and the more favorable protection studies with live attenuated
strains stemmed further research into the development of killed whole cell
vaccines. Nevertheless, the identification of the components of F. tularensis re-
sponsible for the induction of a protective response, either after immunisation
with LVS or natural infection, has been the focus of several studies over the past
50 years.

To date the only protective antigen of F. tularensis identified is LPS. Im-
munization with LPS provides protection against low virulence strains of F.
tularensis, but is less effective against F. tularensis subsp. tularensis.(60,61) The
lack of protection against high virulence strains following immunization with
LPS is thought to result from the requirement of T-cell-mediated immunity for
protection.(39) Thus, the development of a subunit vaccine against tularemia
can be envisaged as containing LPS coupled with antigen that is capable of elic-
iting cellular immunity. The number of Francisella antigens reported as being
able to induce a cellular response is limited. T-cells taken from humans that
have been immunized with the LVS vaccine showed proliferation to polypep-
tides of Francisella, having relative molecular weights of 61, 40, 37, 32, 17, and
17.5 kDa.(45) Only the 17-kDa protein and FopA, a 43-kDa protein recognized
by convalescent sera, have been evaluated as protective subunits in the murine
model of disease. Although both are immunogenic, this response did not pro-
vide protection against disease.(62,63)

A method currently employed for the identification of protective subunits
uses a novel in silico approach for the identification of putative vaccine anti-
gens from genome sequence data.(64) Similar approaches have successfully
been used for the identification of potential subunit vaccines for extracellu-
lar pathogens. These approaches coupled with the recent completion of the
F. tularensis strain SchuS4 genome sequence raises the possibility of the identifi-
cation of new proteins that could be included in a subunit vaccine. In addition,
for many pathogens there is a dichotomy that virulence factors are also protec-
tive antigens. Identification of virulence determinants of Francisella may also
add to the arsenal of potential subunit vaccine candidates. How these anti-
gens should be delivered is a major factor contributing to the development of
subunit vaccines. Classically, the protein antigen is purified from host bacteria
expressing the protein from a plasmid containing its corresponding gene, the
purified protein is then administered with a suitable adjuvant. Developments,
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to enhance immunogenicity, include administering the gene of the antigen
on a plasmid that is recognized by the vaccinee, with subsequent expression of
the antigen in vivo.(65) Similarly, the gene subunit antigen may be administered
in the context of a live attenuated vaccine that invokes an immune response
similar to that required for protection against Francisella.(66)

3.4. Mechanisms of Protection in Adaptive Immunity

The design of effective new tularemia vaccines requires an understand-
ing of the mechanisms of adaptive immunity that contribute to protection.
In humans immunization with LVS leads to protection against virulent tu-
laremia infection and, although the immune responses stimulated have been
studied,(67,68) those mechanisms essential for protection are unknown. A
murine model of immunization provides a convenient experimental system
that can be manipulated to identify these essential protective components in
a mammalian system.

The role that antibody plays in protection against disease remains contro-
versial. The adoptive transfer of antibodies has been shown to protect mice
against attenuated strains of either F. tularensis subsp. tularensis(69) or the atten-
uated F. tularensis subsp. holarctica strain LVS.(16,70,71) In contrast, no protection
has been seen against fully virulent strains of F. tularensis subsp. tularensis.(39,69)

However, in experiments using a low dose challenge of a virulent isolate of F. tu-
larensis subsp. holarctica, a reduced bacterial burden in the liver and spleens of B-
cell-deficient mice following administration of LVS-specific antibody has been
demonstrated.(71) Antibodies to LPS have conferred passive protection in mice
against challenge with F. tularensis LVS, but not against the F. tularensis subsp.
tularensis strain SchuS4.(60) The utility of anti-LPS antibodies was also seen in
immunization trials with the O-antigen of F. tularensis LVS, which successfully
protected against challenge with a fully virulent strain of subsp. holarctica, but
gave no protection against challenge with a subsp. tularensis strain.(61) The role
of specific antibody in protection against intracellular pathogens has tradition-
ally been regarded as limited due to the protection from effector mechanisms
afforded by the intracellular niche of the pathogen. However, more recent
papers review several mechanisms by which antibody may act on intracellular
pathogens.(72,73) Various mechanisms by which antibody may protect against
tularemia infection have been suggested. LVS and a virulent strain of F. tu-
larensis subsp. holarctica have both been shown to be susceptible to opsonin-
dependent intracellular killing by human polymorphonuclear leukocytes in
an in vitro assay.(74) In the LVS challenge model, efficacy of passive antibody
protection has been shown to be dependent on cellular immunity since no pro-
tection was observed in mice deficient in interferon gamma, CD4+ or CD8+
T cells.(75) Thus, the evidence so far suggests that at least in mice antibody is
a mechanism of protection against attenuated strains and virulent strains of
subspecies holarctica, but not against strains of subspecies tularensis. The role of
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antibody in protection of humans should not be discounted. Nonetheless, as
for other intracellular pathogens, T-cell effector functions are likely to be the
major component of resistance to infection.

The role of T cells in protection against tularemia is dependent on the
animal model used. Several studies have demonstrated that mice immunized
with either LPS or F. tularensis LVS can survive a subsequent challenge with
LVS after depletion of CD4+ and/or CD8+ T cells, although T cells are re-
quired for clearance of the challenge.(60,76,77) The role of T cells, including the
Thy1.2+CD4-CD8- population, in this model has been reviewed extensively by
Elkins et al.(78) However, mice immunized with LPS followed by an LVS boost
and challenged with the fully virulent F. tularensis subsp. tularensis strain SchuS4
did not survive when depleted of CD4+ and/or CD8+ T cells.(60) The absolute
requirement for T cells in this latter experiment illustrates the difficulty of as-
sessing the importance of a mechanism of protection when using attenuated
strains.

CONCLUSIONS

Although F. tularensis is one of the most infectious pathogens known, very
little is known about the pathogenesis of disease or virulence mechanisms. The
origins of this pathogen are not clear—there are apparently no close relatives
and there may therefore be few parallels with other pathogens which can be
drawn on to inform future work. Notwithstanding this, it is likely that significant
progress will be made in understanding the biology of this organism in the
near future. The determination of the genome sequence of this bacterium,
coupled with the development of methods for the construction of defined
allelic replacement mutants will support this work. Several important questions
need to be addressed. Do similar mechanisms of virulence operate in disease
caused by inhalation and vector-borne delivery of the bacteria into the host?
What are the mechanisms that allow the bacteria to grow within host cells and to
spread from cell to cell, and what is the molecular basis of the clear differences
in virulence of the four subspecies of the bacterium? Two approaches to the
development of a vaccine seem feasible. Firstly, it may be possible to construct
rationally attenuated mutants. The feasibility of this approach is supported
by previous clinical experiences with the LVS strain in humans. However, a
longer-term goal may be to devise a subunit vaccine.
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Brucella and Bioterrorism
MICHELLE WRIGHT VALDERAS and R. MARTIN ROOP II

1. INTRODUCTION

The Brucella spp. are included on the class B list of select agents as defined
by the Centers for Disease Control and Prevention.(1) Human brucellosis is
rarely fatal and the disease is not transmitted from person to person.(2) Nev-
ertheless, the brucellae are considered to be incapacitating agents capable
of rendering an opposing military force severely debilitated when used as a
bioweapon,(3) or overwhelming hospitals and other medical care facilities if
used as an agent of bioterrorism in an urban setting.(4) The fact that successful
treatment of human brucellosis with antibiotics can be problematic and no safe
and effective vaccine exists for use in humans(2,5) enhances the risk associated
with the potential use of the Brucella spp. as agents of bioterrorism.

2. BRUCELLOSIS: A ZOONOTIC DISEASE

The Brucella spp. are Gram-negative bacteria that, like other notable agents
of biological warfare such as Bacillus anthracis, Yersinia pestis, and Francisella tu-
larensis, naturally cause zoonotic disease.(6) Six species of Brucella—B. melitenis,
B. abortus, B. suis, B. canis, B. ovis, and B. neotomae are formally recognized,(7)

and two provisional species designations, B. cetaceae and B. pinnipediae, have
been given to the brucellae isolated from marine mammals.(8) For practi-
cal purposes, the brucellae are classified into these nomenspecies based on
their phenotypic and metabolic characteristics and their host specificity,(9,7,10)

but at the genetic level all of these strains represent a single genospecies.(11)

The brucellae predominately cause abortion and infertility in their natural
hosts, which include domesticated mammals such as goats, cattle, sheep, pigs,
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TABLE I
Host Specificity of the Currently Recognized Brucella sp. and

Their Infectivity for Humans

Strain Natural hosts Human infectivity

B. abortus Cattle, bison, and elk Yes
B. canis Dogs Yes
B. cetaceae Dolphins and porpoises Unknown
B. melitensis Sheep and goats Yes
B. neotomae Desert wood rat Unknown
B. ovis Sheep No
B. pinnipediae Seals and otters Yes
B. suis Pigs, reindeer, and caribou Yes

and dogs, and wild mammals such as bison, elk, and the marine mammals
(Table I).(6,12,13) The economic impact of brucellosis in food animals can be
significant to both the owners of the livestock and to the countries where they
are located due to the imposition of trade barriers.

Humans contract brucellosis through direct contact with infected ani-
mals or their products, through exposure to the brucellae in a laboratory
setting, or through accidental inoculation with the live attenuated vaccine
strains used in food animals.(12) Numerous countries including the United
States, Canada, and parts of Europe have been successful in controlling the in-
cidence of brucellosis in food animals through concerted vaccination, surveil-
lance, quarantine, and slaughter programs, and in these areas human infec-
tion is uncommon and has become predominately an occupational hazard for
animal handlers, slaughterhouse workers, veterinarians, and laboratory per-
sonnel. The practice of pasteurizing milk and other dairy products has also
played a significant role in reducing the incidence of human brucellosis. In
areas of the world where brucellosis in food animals is still endemic, how-
ever, human brucellosis remains a serious public health concern. The risk
of human infection in these regions is intensified if the consumption of un-
pasteurized dairy products is a common practice. Cases of human brucel-
losis almost exclusively result from infection by B. melitensis, B. abortus, or
B. suis.(2) B. canis and the brucellae from marine mammals have also been
implicated in zoonotic infections in humans, but these cases appear to be
rare.(14−16)

3. CLINICAL SYMPTOMS OF HUMAN BRUCELLOSIS

Human brucellosis was originally described in British soldiers serving in
the Mediterranean during the Crimean war, who fell ill with a chronic relaps-
ing febrile illness that was eventually known as Mediterranean Fever or Malta
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Fever. Sir David Bruce discovered the causative agent of this disease in 1886,
and Themistocles Zammit subsequently established the epidemiological link
between the consumption of unpasteurized goats milk and Malta Fever.(17,18) In
humans, brucellosis can manifest itself in a variety of ways ranging from asymp-
tomatic subclinical infection to lethal endocarditis.(2) Although the symptoms
of human brucellosis are similar in nature regardless of the bacterial strain in-
volved, the severity of these symptoms can vary greatly, with B. melitensis strains
producing the most severe symptoms followed in severity by B. suis, B. abor-
tus, and B. canis strains in descending order.(2) Generally, the disease presents
as a protracted debilitating illness characterized by intermittent fever, chills,
myalgia, and malaise(2) (Table II). Unresolved infections can also lead to fo-
cal abscesses in organs of the reticuloendothelial system, and joint infection
is common. Rarely endocarditis, encephalitis, and meningitis occur, and in
the small percentage (2% or below) of deaths that occur, mortality is usually
attributed to endocarditis.

TABLE II
Symptoms and Clinical Findings in 480 Patients Diagnosed
with Brucellosis in a Turkish Clinic Between 1989 and 1998a

No. of patients (%) Percentage

Symptoms
Malaise 432 90
Sweating 405 84.4
Arthralgia 393 81.9
Fever 383 79.8
Back pain 281 58.5
Myalgia 236 49.2
Weight loss 213 44.4
Anorexia 198 41.3
Nausea 155 32.3
Vomiting 104 21.7
Abdominal pain 101 21
Headache 91 19

Findings
Fever 187 39
Hepatolomegaly 102 21.3
Osteoarticluar involvement 91 19
Splenomegaly 68 14.2
Neurological involvement 31 6.5
Genitourinary involvement 5 1
Endocarditis 2 0.4
Peritonitis 2 0.4
Cutaneous involvement 2 0.4
Pneumonia 1 0.2

aModified from Doganay and Aygen (70).
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4. LIFE WITHIN THE MACROPHAGE AND SUBVERSION OF HOST
IMMUNE RESPONSES

The predominant host cell for the brucellae in humans is the
macrophage.(19,20) Indeed, it is the remarkable capacity of these bacteria to sur-
vive and replicate in these host phagocytes that is responsible for the chronicity
of brucellosis. Following ingestion by host macrophages, the brucellae initially
withstand acidification of the phagosome and exposure to the oxidative burst
of these host phagocytes. Shortly after entry into the acidified phagosome,
the brucellae employ their Type IV secretion machinery(21) to elaborate as
yet unidentified effector molecules into the host macrophage that divert the
Brucella -containing vacuole from the endolysosomal pathway into an alterna-
tive maturation pathway. This pathway ultimately leads to the brucellae resid-
ing in an intracellular compartment bounded by a membrane that is formed
by continual interactions with the endoplasmic reticulum of the host cell.(22)

Although this compartment, known as the replicative phagosome, represents a
favorable environment for intracellular survival and replication of the brucel-
lae, experimental evidence indicates that these bacteria must make significant
physiological adaptations to withstand the environmental stresses encountered
during long-term residence in this intracellular niche.(19,20)

It is well established that cell-mediated immunity is required for the resolu-
tion of Brucella infections(23,24) and this is consistent with the intracellular niche
occupied by these bacteria. Specifically, it appears that Th1-type cellular im-
mune responses and the resulting IFN-γ mediated activation of macrophages
plays a crucial role in protective immunity. Experimental evidence also suggests
that the induction of IgG-type antibodies play a role in protective immunity
and it is likely that the opsonic activity of these antibodies enhances the bru-
cellacidal activity of activated macrophages.

Not surprisingly, the brucellae appear to be able to evade specific com-
ponents of the host immune response and prolong the life span of their host
cell. Undoubtedly, these properties contribute significantly to their ability to
maintain long-term residence in host macrophages and correspondingly pro-
duce chronic infection. The O-polysaccharide of the smooth lipopolysaccha-
ride (LPS) of the Brucella spp., for instance, binds to lipid rafts on the surface
of host macrophages, and this interaction appears to play an important role
in the initial stages of development of the replicative phagosome prior to the
participation of the Type IV secretion machinery.(19) The smooth LPS also
interferes with the capacity of infected macrophages to present Brucella anti-
gens via their MHC class II molecules, which leads to a diminished capacity
of these phagocytes to activate Brucella antigen-specific CD4+ T cells.(25)It has
long been known that the lipid A component of the Brucella LPS displays a
much lower level of biological activity than lipid A molecules from other gram-
negative bacteria and it has been proposed that this reduced biological activity
allows the brucellae to avoid inducing a full-blown inflammatory response in
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the infected host.(26) Experimental evidence also suggests that the brucellae
are able to inhibit TNF-α production by the human monocytic cell line THP-1
and inhibit apoptosis of these cells in culture.(27) Peripheral blood monocytes
from human brucellosis patients are also more resistant to spontaneous or
ligand-induced apoptosis than monocytes from uninfected patients, and this
resistance disappears shortly after successful treatment with antibiotics.(28)

5. HISTORY OF THE USE OF BRUCELLA AS AN AGENT
OF BIOLOGICAL WARFARE

There are several biological and pathogenic properties of the brucellae
that make them useful as agents of biological warfare.(3,4,5,29) First, they are
highly infectious via the aerosol route, with an infectious dose estimated at
approximately 10–100 organisms.(5) It has been estimated that the release of
50 kg of B. suis from a plane along a 2 km line 10 km upwind of a popula-
tion center of 500,000 people would result in 500 deaths and 125,000 people
being incapacitated.(3) Second, human brucellosis is a notoriously debilitating
disease,(2) and it is considered an incapacitating agent rather than a lethal
agent.(3) Consequently, the logistics of caring for a large number of patients
with undulant fever can soon become overwhelming. Third, successful treat-
ment of human brucellosis requires prolonged antibiotic treatment (i.e., doxy-
cycline and rifampin for 6 weeks)(2) and relapse rates of 5–10% after apparently
successful treatment are not uncommon.(30,31) Finally, there is no safe, effective
vaccine available for use in humans.

During World War II it became evident through intelligence received by
the United States and other allied countries that Japan and Germany were ac-
tively researching the use of bioweaponry.(3,32) Consequently, President Roo-
sevelt ordered the creation of the War Research Service in 1942 to explore the
potential use of biological weapons and to develop strategies for defending
against the use of these agents by an opposing military force. This Executive
Action led to the construction and operation of a number of facilities, includ-
ing Camp Detrick (which later became known as Fort Detrick), and Dugway
Proving Ground. Following the Korean War, the United States government ex-
panded its offensive biowarfare capabilities and in 1954, B. suis was weaponized
at the Pine Bluff Arsenal in Arkansas. During this period of active research,
B. suis was considered to be one of the major debilitating agents available for
use in the U.S. bioweapons arsenal.

In 1969, new political attitudes about the morality of use of biological
agents for warfare prevailed and the United States destroyed its stockpile of bi-
ological weapons and ceased their production altogether. In 1972 it was one of
140 nations that signed a treaty at the Biological Weapons Convention agreeing
“not to develop, produce, stockpile, or otherwise acquire or retain” biological
agents for military use. In 1992, however, U.S. intelligence officials received
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word of the existence of genetically altered, multiply drug resistant Brucella
strains that had been developed by Biopreparat, the agency responsible for the
development of bioweapons in the Former Soviet Union.(33) During this same
time period, military intelligence obtained during and after Operation Desert
Storm indicated that bioweapons (including possibly Brucella spp.) had been
stockpiled in Iraq.(32,34) These incidents resurrected the specter of bioweapons
as a potential threat to U.S. military forces and served as a reminder of the
ill-prepared nature of these forces to protect themselves against deliberate ex-
posure to the Brucella spp. in a battlefield setting. Consequently, scientists at
Walter Reed Army Institute of Research were given the task of developing a vac-
cine that could be safely used to protect troops against aerosolized Brucella.(35)

The resulting studies have greatly enhanced our understanding of the pro-
tective immunity against brucellosis and several attractive vaccine candidates
identified during the course of these studies have either been evaluated in
nonhuman primates,(36)or are presently under evaluation in this model.

6. IMPACT OF AN ATTACK USING BRUCELLA AS AN AGENT
OF BIOTERRORISM

The same properties that make the brucellae useful as an agent of bi-
ological warfare make them a potential terrorist threat. As opposed to the
use of agents such as Bacillus anthracis and Yersinia pestis for such purposes,
in which case many deaths would be expected,(4) the use of Brucella spp. for
bioterrorist purposes would produce a more insidious and long-term effect.
It might take weeks before the exposed individuals develop full-blown undu-
lant fever,(5) at which time effective resolution of the infection would require
lengthy antibiotic treatment and associated medical care.(2,4) In many cases
repeat treatment would be necessary due to the high percentage of relapses.
Indeed, the insidious nature of the infection would likely complicate the pro-
cess of identifying and appropriately treating exposed individuals, especially
if the exact time and place of the exposure were unknown. Due to the risk of
these bacteria being used as agents of bioterrorism, B. melitensis, B. suis, and
B. abortus are included on the class B list of select agents as defined by the Cen-
ter for Disease Control,(1) and accordingly these strains are included in the
National Institute of Allergy and Infectious Disease’s Strategic Plan for Biode-
fense Research.(37)

Over the last 50 years, the United States and many other industrialized na-
tions have spent billions of dollars on vaccination, quarantine, and slaughter
programs aimed at controlling brucellosis in food animals.(38) Consequently,
another important consideration with regard to the use of the Brucella spp. as
agents of bioterrorism is the potential impact on the agricultural community
resulting from the re-introduction of these agents into the food animals popu-
lations of countries where brucellosis has been considered to be “eradicated”.
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7. DIAGNOSIS AND TREATMENT OF BRUCELLOSIS

Although the symptoms of human brucellosis are relatively nonspecific,(2)

physicians may have a high index of suspicion for this disease in geographic
areas where Brucella infections are endemic in food animals. In regions where
the disease is rare in food animals and the use of pasteurized dairy products
is widespread, however, human brucellosis is uncommon and can easily be
mistaken for other febrile illnesses in the absence of a patient history that
includes exposure to infected animals or in the laboratory. This low index
of suspicion in areas where brucellosis in food animals is uncommon could
potentially delay the recognition of an outbreak of this disease in humans as-
sociated with a bioterrorist event. It is notable in this regard that all of the
bacterial agents that are considered to be potential bioweapons are natu-
ral pathogens for animals that produce zoonotic diseases in humans. Thus,
one of the potential “warning signs” of the use of these agents for bioter-
rorism is the occurrence of clusters of ordinarily zoonotic infections such as
brucellosis, tularemia, anthrax, or plague affecting patients with no obvious
history of exposure to infected animals or occupational exposure to these
agents.

Culture of the brucellae from blood or other tissue is the most definitive
means of diagnosing human brucellosis,(2,39) but isolation of these bacteria
from patients can be problematic. The biphasic culture method described by
Castañeda(40) is considered to be the best traditional approach for isolating
the Brucella spp., but regardless of the culture medium employed, it is impor-
tant that cultures be maintained for at least 28 days before they are considered
negative. Automated blood culture systems (e.g., BACTEC) also appear to be
efficient for isolation of the Brucella spp. and in some cases may be faster than
traditional culture methods. Polymerase chain reaction (PCR)-based assays
have been designed for rapid detection of the Brucella in patient tissue sam-
ples, and in some cases primers specific for these bacteria have been included
in multiplex PCR-based assays designed to screen for the presence of multi-
ple biowarfare agents.(41) Antigen detection-based biosensors have also been
developed to detect the Brucella spp. in the environment.(42)

Although culture of the brucellae is confirmatory, serology is the most
widely used method for diagnosing human brucellosis.(2,39) The presence of
IgG-type antibodies specific for the O-chain of the LPS of B. abortus, B. meliten-
sis, and B. suis in a patient’s serum is considered to be diagnostic for an ac-
tive infection. The serum agglutination test (SAT) employing killed Brucella
cells is the most widely used serological assay for diagnosing human infec-
tion, and IgM and IgA can be removed from patient’s sera prior to evalua-
tion in the SAT by treatment with 2-mercaptoethanol or Rivanol to provide
a more accurate assessment of IgG levels. The Rose Bengal card test can be
used for screening patients’ sera, but positive reactions in this test must be
confirmed by the SAT. Serologic cross reactivity between the Brucella spp. and
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Francisella tularensis, another potential bioterrorism agent, has been reported
in the SAT, but the titers of brucellosis patients are higher against Brucella
antigens than they are against the Francisella tularensis antigens in this assay
and the reverse is true for patients with tularemia. Enzyme-linked immunosor-
bent assays (ELISA) are also available for use in the serologic diagnosis of
human brucellosis, but they are not used as routinely as the SAT. Rapid dip-
stick serologic tests have recently been developed for field diagnosis of hu-
man brucellosis(43) and these assays may be particularly useful for screening
individuals for exposure to the Brucella spp. during a suspected incident of
bioterrorism.

Proper treatment of brucellosis is imperative as too short a course of an-
tibiotics or use of a single antibiotic has been associated with increased risk
of relapse.(2) The combination of doxycycline for 6 weeks and streptomycin
for 14–21 days or gentamicin for 7–10 days has recently become the primary
treatment regimen recommended by the World Health Organization(44) for
human brucellosis. Streptomycin and gentamicin are administered parenter-
ally (i.e., intramuscularly or intravenously), however, and consequently, doxy-
cyline in combination with rifampin (both of which can be taken orally) is
considered to be the principal alternative therapy for treatment of human bru-
cellosis. Fluoroquinolones or trimethoprim/sulfamethoxazole in combination
with doxycyline or rifampin are recommended as secondary alternative thera-
pies. The duration of treatment with these antibiotic combinations may have
to be extended in cases where complications such as meningitis or endocardi-
tis occur, and in the latter case surgical intervention (e.g., valve replacement)
may also be necessary. Alternative drugs may also have to be added to the
regimen in meningitis cases because the tetracyclines and aminoglycosides do
not penetrate the blood/brain barrier well. Because the tetracyclines cannot
be used in pregnant women and children, trimethoprim/sulfamethoxazole
in combination with gentamicin or rifampin have been recommended for
use in pregnant women and trimethoprim/sulfamethoxazole in combina-
tion with streptomycin or gentamicin for use in children less than 8 years
of age.

Even in cases where recommended treatment regimens are completed
and patients appear to have resolved their symptoms, relapse rates of 5–10%
are not uncommon.(30,31) This potential difficulty associated with the effec-
tive treatment of human brucellosis is one of the major reasons that this
agent is considered an attractive bioweapon. Accordingly, because the mor-
tality rate of human brucellosis is very low, the development of chemothera-
peutic strategies that would reliably shorten the duration of the overt illness
with a shorter course of treatment and less potential for relapse would cer-
tainly lessen the potential impact on both civilian populations and military
forces resulting from the use of the Brucella spp. as agents of bioterrorism or
biowarfare.
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8. VACCINE DEVELOPMENT: HISTORICAL PERSPECTIVES AND
CONSIDERATIONS FOR THE FUTURE

No safe, effective human brucellosis vaccine presently exists, but live, at-
tenuated strains of B. abortus, B. melitensis, and B. suis have been used effectively
as vaccines in food animals.(45,46) Although these strains either retain their vir-
ulence in humans or display other phenotypic properties that preclude them
from consideration as candidates for a human vaccine, use of these strains as
effective vaccines in their natural hosts has provided us with valuable informa-
tion concerning protective immunity that can potentially be applied toward
the development of a safe and effective human vaccine.

B. abortus Strain 19(47) has been widely used in cattle as a live, attenuated
vaccine, and the efficacy of this strain is best exemplified by the success of erad-
ication programs in which it has been used to control the incidence of bovine
brucellosis. Most notably, S19 was the centerpiece of the Brucellosis Eradica-
tion Program administered by USDA/APHIS(38) that resulted in the incidence
of bovine brucellosis in the United States being reduced from approximately
124,000 infected herds in 1957 to 2 infected herds in 2003. Despite its utility as
a bovine vaccine, however, B. abortus S19 remains fully virulent in humans(47)

and thus presents risk for occupational exposure to veterinarians. This strain
can also occasionally induce abortion if administered to pregnant cattle. From
a practical standpoint, however, probably the most significant problem associ-
ated with the use of S19 in cattle was the fact that the administration of this
vaccine to adult cattle produced antibody responses that were indistinguishable
from those present in naturally infected cattle in the standard serologic tests.
In 1996, RB51, an attenuated strain of B. abortus that lacks the O-polysaccharide
component of its LPS,(48) was licensed in the United States as an alternative
live vaccine for use in cattle. This strain has subsequently replaced S19 as the
official bovine vaccine strain in the United States and its efficacy is presently
being examined in other geographic areas.(46) Since RB51 lacks the major
antigenic component that elicits the antibodies detected in standard serologic
assays, RB51-vaccinated and naturally infected cattle can be easily distinguished
by routine serology. B. melitensis Rev1(49) is an attenuated strain that has been
effectively used as a live, attenuated vaccine in programs aimed at controlling
the incidence of brucellosis in sheep and goats in areas of the world where
these animals represent major food animals.(50) B. suis strain 2 has also been
used as a live attenuated vaccine in cattle, goats, sheep, and pigs in China,(51)

but the use of this strain has not been as widespread as the use of strains S19,
Rev1, or more recently RB51. Experimental studies with these vaccine strains
have clearly shown that cellular immunity is essential for protection against
Brucella infection. Moreover, they have established that the use of live, attenu-
ated Brucella strains is the most reliable way to induce protective immunity in
the natural host.
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Both live attenuated strains and cellular subunit preparations have been
tested as experimental vaccines against human brucellosis. A derivative of
B. abortus Strain 19, designated S19-BA, was used extensively to immunize
humans in the Soviet Union during a period beginning in the 1940s and
extending through the 1960s,(52) and an attenuated B. abortus strain known
as 104M has also been used in China to immunize farmers and agricultural
workers during brucellosis outbreaks in rural areas.(52) Although both B. abor-
tus S19-BA and 104M provided protective immunity when administered as live
vaccines in humans, the level of virulence retained by these strains or the
extent of the side-effects associated with their use in humans is difficult to
assess from the literature. A phenol-insoluble subcellular fraction prepared
from B. melitensis M15(54) has also been evaluated as a vaccine candidate in
humans, but this preparation appeared to be ineffective at eliciting protective
immunity.(55)

Current efforts aimed at developing a safe and effective brucellosis vac-
cine for use in humans are primarily taking two approaches.(35) First, Bru-
cella strains with defined mutations that display the desired level of attenu-
ation and immunogenicity in the mouse model are being evaluated for ef-
ficacy in providing protective immunity in nonhuman primates. The most
promising of these strains examined to date is a purE mutant derived from
virulent B. melitensis 16M, which is unable to synthesize purines de novo dur-
ing residence in host macrophages.(56) Other Brucella genes that may of-
fer attractive targets for the construction of live vaccine candidates based
on the attenuation of the corresponding mutants in the murine model are
listed in Table III. The second approach that is being used to formulate hu-
man vaccine candidates is the identification of specific Brucella antigens that
elicit protective cellular immune responses and the design of antigen deliv-
ery systems (including DNA vaccine and recombinant DNA-based strategies)
that can be used to elicit Brucella antigen-specific immune responses in the
host.(46,57)Brucella antigens that have been identified as being capable of elic-
iting protective cellular immune responses in the mouse model are shown in
Table IV.

TABLE III
Selected Brucella Genes that May Serve
as Viable Targets for the Construction

of Novel Live Vaccine Candidates

Gene(s) References

aroC Foulongne et al.,(58)

bvrRS Sola-Landa et al.,(59)

cydB Endley et al.,(60)

hfq Robertson and Roop,(61)

virB1-12 O’Callaghan et al.(62)
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TABLE IV
Selected Brucella Cell Components that have the Capacity
to Induce Protective Immunity in the Mouse Model when
Administered as Subunit Preparations or Produced from

Recombinant Genes In Situ in the Host

Cu/Zn superoxide dismutase Onate et al.,(71,72)

Lumazine synthase Velikovsky et al.,(65,66)

Ribosomal protein L7/L12 Oliveira and Splitter,(67)

Smooth LPS O-polysaccharide Winter et al.,(68)

P39 Al-Mariri et al.,(63)

9. SUMMARY

Brucellosis has long been a major concern of the agricultural community
worldwide, and an important public health issue in geographic areas where
this disease is endemic in food animals. The biological properties of the bru-
cellae and the nature of the disease they cause in humans also make them a
threat for use as an agent of bioterrorism. Our understanding of the basic bi-
ology of these bacteria and their interactions with their mammalian hosts has
improved greatly over the last few years and very powerful genetic, molecular,
biochemical, and microscopic approaches can now be used to gain even better
insight into the pathobiology of Brucella infections. Information derived from
such studies will hopefully provide the basis for the development of safe and
effective human brucellosis vaccines and improved chemotherapeutic strate-
gies for treating this disease. Because human brucellosis is generally nonlethal
and naturally occurring human disease is only common in geographic regions
where brucellosis is endemic in food animals, a human brucellosis vaccine will
likely have its greatest impact on military personnel and individuals with oc-
cupational or geographically associated risk of exposure. If chemotherapeutic
agents are developed or existing agents identified that reliably lead to the rapid
resolution of human infection, however, these agents will be broadly beneficial
for the prophylaxis and treatment of human brucellosis regardless of whether
or not the infection is acquired naturally or as the result of intentional exposure
through an act, or war, or bioterrorism.
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Pneumonic Plague
DAVID L. ERICKSON and B. JOSEPH HINNEBUSCH

1. INTRODUCTION

Yersinia pestis, the agent of plague, is one of the most feared pathogens
in human history. By some estimates, plague has killed up to 200 million peo-
ple during three major pandemics.(1) The first recorded pandemic was the
Justinian plague, which originated in Africa and spread around the Mediter-
ranean during the sixth century. The second occurred in Europe during the
fourteenth and fifteenth centuries and is sometimes referred to as the Black
Death. The third pandemic began in China in the nineteenth century, spread
throughout India and Asia, and eventually reached the Americas and other con-
tinents. Between these pandemics, the disease has manifested itself in smaller
periodic outbreaks. During the last 50 years, the worldwide annual number
of human plague cases documented by the World Health Organization has
ranged from about 200 to 6000.(2) Plague remains a significant public health
threat today, due to natural outbreaks of the disease, the emergence of antibi-
otic resistant strains, and its possible use as a biological weapon.(3,4)

Y. pestis is a member of the Enterobacteriaceae, the family of Gram-negative
rod-shaped bacteria that includes Escherichia coli, Salmonella, and Shigella. Al-
though humans are highly susceptible to infection, plague is a zoonosis that
primarily affects rodents. Y. pestis circulates within wild rodent populations in
permanent natural foci of disease scattered throughout every continent ex-
cept Australia (Figure 1), and is transmitted primarily by fleas.(1,5) Over 200
rodent species have been implicated as being competent hosts, although their
individual importance as reservoirs is mostly unknown.(2,5)

Although outbreaks of human disease are geographically tied to rodent
plague foci, humans are of little or no significance in the ecology of plague,
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FIGURE 1. World distribution of plague, 1970–2003. Countries reporting human cases of plague
are shaded light gray; regions with enzootic plague in wild rodent populations are shaded dark
gray. Map courtesy of the Centers for Disease Control and Prevention.

and usually become infected when they come into contact with infected do-
mestic or wild rodents or their fleas. Infected rodents, even those with lung
involvement, do not generate aerosolized respiratory droplets, precluding di-
rect transmission to other rodents or to humans.(6) Thus, among the many
mammals that are susceptible to plague, direct transmission by the aerosol
route appears to be an important means of transmission only in humans.

Despite being the least common form of plague in humans, pneumonic
plague rightly commands our attention. Few infectious diseases are uniformly
fatal when untreated, but pneumonic plague is one of them. If not diagnosed
and treated rapidly, death can occur as early as 24 hours after the onset of the
disease. A single case of human pneumonic plague also represents a public
health emergency, because in that form the disease is directly transmissible.
Furthermore, if plague were used as a bioweapon, it would likely be in the
form of aerosolized Y. pestis, with the intent of causing a large outbreak of
primary pneumonic plague.(3,7) This chapter will discuss the microbiology,
pathogenesis, diagnosis, treatment, and epidemiology of pneumonic plague,
drawing upon reports of human outbreaks as well as studies incorporating
animal models of the disease.

2. PLAGUE IN HUMANS

2.1. Flea-Borne Plague

The three major clinical forms of plague are bubonic, septicemic, and
pneumonic plague.(8) Other forms do occur, but they are rare. The different
forms are not always distinct, but often overlap, with one form developing
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into the next during the course of the disease. Bubonic plague, the most
common type of plague in humans, occurs when bacteria are transmitted
by fleabite. From the fleabite site, the bacteria enter the lymphatics and mi-
grate to the regional lymph nodes where they multiply, causing severe lym-
phadenopathy. This results in edema and swelling of the infected lymph nodes
(the “buboes” which characterize bubonic plague). Transient bacteremia can
develop when the bacteria escape the lymph nodes and migrate to other or-
gans, such as the liver and the spleen. If properly diagnosed, bubonic plague
can be successfully treated with appropriate antibiotics at this stage of the dis-
ease. Frequently, however, dissemination of the bacteria leads to high-density
bacteremia (septicemic plague), producing endotoxic shock and dissemi-
nated intravascular coagulation, often resulting in death in spite of antibiotic
treatment.

Sometimes, infection with Y. pestis results in high bacteremia without evi-
dence of a palpable lymphadenopathy. This is referred to as primary septicemic
plague. Clinically, this often resembles other Gram-negative septicemias. Pa-
tients may suffer fever, chills, headache, vomiting, and/or diarrhea. Primary
septicemic plague may be more dangerous because a patient with undiffer-
entiated sepsis might be treated with antibiotics that are not effective against
Y. pestis.

In some bubonic and septicemic plague cases, the bacteria are able to in-
vade the pulmonary tissue from the blood, inducing a neutrophilic inflamma-
tory response.(8–10) As they multiply, the bacteria sometimes enter the alveolar
spaces, resulting in secondary pneumonic plague. For secondary pneumonic
plague to develop, the patient is usually severely ill for several days, and often
the patient dies before invasion of the alveolar spaces can occur. Patients who
do survive long enough for a well-developed pneumonia are often very weak,
and therefore their cough reflex is not vigorous enough to produce finely
aerosolized droplets. Sputum production also tends to be scant and viscous,(10)

which also reduces the frequency of subsequent transmission. The pathology of
secondary pneumonic plague shares many features with primary pneumonic
plague (discussed below), but the secondary form can sometimes be distin-
guished based on: (i) more widely scattered, diffuse foci of infection in the
lung tissue that show greater inflammation and necrosis; (ii) less coughing,
and production of less copious, more viscous sputum that contains fewer bac-
teria; (iii) less mucosal and submucosal hemorrhage in the airways and more
bronchial ulceration; and (iv) more evidence of disease in other organs, such
as the presence of buboes, tonsillar infection, or pharyngitis, which are usu-
ally seeded from cervical buboes.(10) Secondary pneumonic plague patients
are able to spread the infection via respiratory droplets to their close contacts,
who may develop primary pneumonic plague. Essentially, all naturally occur-
ring pneumonic plague outbreaks arise from cases of bubonic plague with
secondary lung involvement.
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2.2. Aerosol-Transmitted Plague

2.2.1. Clinical Features and Pathology

In contrast to secondary pneumonic plague, primary pneumonic plague
results from inhalation of infected respiratory droplets directly into the lower
respiratory tract, and the lung is the initial site of infection. In humans, the in-
cubation period for primary pneumonic plague is usually between two and four
days, but can be as short as 24 hours.(11) The first clinical signs are not easily de-
tected and are nonspecific, and may include fever, chills, headache, dizziness,
body pains, and chest discomfort. Gastrointestinal symptoms are also common.
This initial stage of the disease, characterized only by general signs, typically
lasts 24–36 hours. The second stage of the disease begins with a persistent dry
cough, and sputum production is limited initially.(9) In these early stages, the
bacteria are primarily in the bronchioles, but also in the peribronchial lymph
spaces, alveoli, the interlobar septa, and beneath the pleura.(11) They trigger
congestion in the nearby blood vessels and soon the epithelium of the alve-
oli becomes swollen and an exudate containing erythrocytes, leukocytes, and
bacteria appears in the lumen. As shown in Figure 2A, polymorphonuclear
leukocytes (PMNs) are also recruited to the area and in some parts of the lung
become the predominant cell type. PMN recruitment is sometimes accompa-
nied by a reduction in the number of bacteria at these sites. In contrast to
secondary pneumonic plague, desquamated alveolar epithelial cells are rarely
observed.(9)

The disease progresses quickly, and by the second day there is an increase
in chest pain, accompanied by cough, tachypnea, and dyspnea. The bacteria
rapidly fill the alveolar spaces and can move from one alveolus to the next
through the intraalveolar pores (Figure 2B). Abundant sputum is produced
that is thin and syrupy, sometimes frothy, bloody, or tinged with blood.(9) Bloody
sputum contains large numbers of Y. pestis, nearly in pure culture, and it is
during this stage that the patient is most infectious. At this stage of primary
pneumonic plague, the sputum is rarely mucopurulent, in contrast to the early
stages or in secondary pneumonic plague.

As the infection grows, there is often segmental consolidation followed by
bronchopneumonic spread to other parts of the same or opposite lung.(12) The
damage can be so severe as to cause liquefactive necrosis and/or cavitation,
which can leave severe scarring should the patient survive. Lung sounds typical
of pneumonia are apparent on auscultation, but are variable and may not be
pronounced despite the severity of infection. As with other forms of plague,
the bacteria are adept at entering the bloodstream and spreading to other
organs.(10) The case fatality rate of primary pneumonic plague is greater than
95% without antibiotic therapy, and the mean time to death is only three to
four days after infection (range two to nine days).(11) At the terminal stage of
disease, patients become cyanotic and assume a dazed or anxious appearance.
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FIGURE 2. Human lung tissue showing typical histopathology of primary pneumonic plague.
(A) Dense proteinaceous exudate with infiltration of inflammatory cells, primarily neutrophils
(PMNs) with occasional macrophages and lymphocytes, (hemotoxylin and eosin stain); (B) Higher
magnification image showing dense fields of Y. pestis (stained dark brown). The bacteria fill the
alveolar spaces and spill into adjacent alveoli through the intraalveolar pores, (Brown–Hopps
Gram stain). Photographs courtesy of Dr. Douglas Wear, Armed Forces Institute of Pathology.

Delirium or coma sometimes occurs, but patients usually remain conscious
until death is near.(11) In most instances death results from overwhelming
sepsis and cardiac failure, often sudden and brought about by slight exertion.

A less common form of primary pneumonic plague, termed pulmonary
plague, can result when the onset of septicemia is particularly rapid.(9,11) In
these cases, even though infection is by the respiratory route and the primary
site of infection is the lungs, death from septicemia occurs before the alveolar
congestion and edema typical of pneumonia can fully develop. Therefore,
pulmonary plague is rapidly fatal but presents little risk of transmission, because
no sputum or cough is induced.

In most fatal cases of pneumonic plague in humans, necrotic pneumo-
nia, hemorrhage, pleural effusion, fluid in the airways, suppuration, pleuritis,
and numerous bacteria in most of the alveoli is evident at autopsy.(8–10) Fibrin
deposits are often located in the areas of pneumonia. Changes in the upper
respiratory tract, however, are usually less dramatic. In most instances, there is
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congestion of the tracheal and bronchial mucosa and sometimes a bloody and
frothy serous fluid covers the bronchial walls.

Lesions in other organs that follow seeding of the blood stream are similar
to those that occur in bubonic plague. In some cases, there may be fibrin
thrombi in the renal glomerular capillaries,(13) likely as a result of disseminated
intravascular coagulation.(14) In the lymph nodes that drain the infected lobes,
there is often liquefactive necrosis, hemorrhage, and large numbers of bacilli.
Bacteria may also be found in the spleen, along with cytolysis in the red pulp,
hemorrhage, necrosis, and fibrin deposits.

2.2.2. Transmission

The aerobiology underlying person-to-person transmission of pneumonic
plague is not particularly well characterized. The size range of the particles
expelled by a coughing patient is an important determinant of the infectivity
of pneumonic plague. Respiratory droplets less than 5 µm in size are most
likely to be deposited and retained in the lower respiratory tract and alveoli,
large particles greater than 10 µm are mostly trapped in the nasal turbinates,
and intermediate-sized particles in the trachea and bronchioles.(15) Strong and
Teague(16) and Strong, Cromwell, and Teague,(13) who were the first to demon-
strate airborne spread of the disease, estimated that coughing patients might
propel Y. pestis-laden droplets up to several yards at most, suggesting that pri-
marily coarse particles were generated. They also observed that dispersal of
the bacteria occurred more readily during coughing than during talking or
breathing. However, the distribution of particle sizes in the aerosol cloud gen-
erated by a human with pneumonic plague has never been carefully analyzed,
and may range from fine to coarse particles.

Those exposed may develop a local infection, depending on whether the
bacteria are deposited on the eyes, throat, skin, or upper respiratory tract. In
cases of peripheral infection, lymphadenopathy, and subsequent bacteremia
may develop, similar to flea-borne transmission of plague. Coarse droplets are
likely to lodge on the upper respiratory tract, and may result in tonsillar or
septicemic plague, whereas finer droplets inhaled into the lower respiratory
tract cause primary bronchopneumonia.

2.2.3. Clinical Laboratory Diagnosis

Since the initial symptoms of primary pneumonic plague are similar to
many other viral and bacterial respiratory tract infections, it is often difficult
to diagnose. Direct smears of blood or sputum often show large numbers of
Gram-negative bacteria and PMNs, but this is not specific for plague. Wright’s,
Giemsa’s, or Wayson’s stains of sputum or blood smears sometimes show the
typical bipolar or safety-pin staining pattern that is typical of Y. pestis.(2) A
presumptive diagnosis of pneumonic plague can be made by detection of
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Y. pestis-specific antigen or nucleic acid in clinical specimens. For example, the
F1 capsular antigen that surrounds Y. pestis can be specifically visualized in spu-
tum and blood smears by direct fluourescent antibody assay using fluorescein-
labeled anti-F1 antibody.(10) A more rapid method, suitable for use in facili-
ties that lack fluorescence microscopy capability, uses an anti-F1 impregnated
dipstick and a colorimetric readout to detect Y. pestis in clinical samples.(17)

Although these tests specifically detect Y. pestis, they are limited in that the
F1 capsule is produced primarily at 37◦C; therefore, refrigeration of samples
for more than 30 hours may result in false-negative results.(1) Additionally, F1-
negative Y. pestis strains have been reported, which, although rare, are capable
of causing pneumonic infection.(18) Polymerase chain reaction (PCR) meth-
ods have also been developed to rapidly amplify and detect Y. pestis -specific
DNA sequences in sputum samples.(19)

A definitive diagnosis of plague can be obtained by culture and iden-
tification of Y. pestis from sputum or blood, and by serology. Y. pestis grows
well in most standard biological culture media and in automated blood cul-
ture systems. In addition to sputum culture, three blood cultures should be
drawn over a 45-minute period. Y. pestis colonies, which usually appear within
48 hours on solid media, are opaque and smooth, with irregular edges and
a raised center.(1) In liquid, growth is nonturbid, and usually forms a floccu-
lar deposit.(5) Biochemical tests(20) and PCR methods(21–23) can be used to
identify isolated bacteria. Recently, additional rapid tests to identify Y. pestis
cultures have been developed, such as a fiber optic biosensor assay to detect
the F1 antigen,(24) and fluorescent monoclonal antibodies raised against the
Pla protease.(25) Lysis by specific bacteriophages can also be used to definitively
identify Y. pestis cultures.(1)

Although not rapid, documentation of a significant (fourfold) rise in an-
tibody titer against Y. pestis antigens by serological testing is used to confirm a
plague diagnosis. Seroconversion usually occurs at the end of the first week of
the infection. Several approaches can be used to detect and quantify antibodies
raised against the F1 antigen in patient sera, such as the passive hemaggluti-
nation test and the more sensitive and specific enzyme-linked immunosorbent
assay (ELISA).(1,2)

2.2.4. Treatment

The World Health Organization(2) recommends that when plague is sus-
pected based on clinical and/or epidemiological observations, the patient
should be started on antimicrobial therapy immediately, without waiting for
laboratory confirmation (Table I). There is a lack of published trials evaluating
different antibiotics in treating human plague. The antibiotics that are most
commonly recommended include the aminoglycosides streptomycin and gen-
tamicin. Streptomycin has historically been the preferred choice for treating
plague, and is effective when administered early. However, it is in short supply in
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TABLE I
Pneumonic Plague Treatment Guidelinesa

Drug Dosage Interval (hours) Routeb

Streptomycin
Adults 2 g/day 12 IM
Children 30 mg/kg/day 12 IM
Pregnant women Not recommended

Gentamicin
Adults 5 mg/kg/day 8 IM or IV
Children 6.0–7.5 mg/kg/day 8 IM or IV
Pregnant women 5 mg/kg/day 8 IM or IV

Doxycycline
Adults 200 mg/day 12 or 24 PO or IV
Children 4.4 mg/kg/day 12 or 24 PO or IV
Pregnant women 200 mg/day 12 or 24 PO or IV

Ciprofloxacin
Adults 1000 mg/day 12 PO or IV
Children 40 mg/kg/day 12 PO or IV
Pregnant women 1000 mg/day 12 PO or IV

Chloramphenicol
Adults 50 mg/kg/day 6 PO or IV
Children (>2 yrs) 50 mg/kg/dayc 6 PO or IV
Pregnant women 50 mg/kg/dayc 6 PO or IV

a Adapted from Dennis et al.(2) and Inglesby et al.(3)

b IM = Intramuscular; IV = Intravascular; PO = Orally.
c Concentration should be maintained between 5 and 20 µg/ml to prevent bone marrow

suppression.

the United States whereas gentamicin is generally available and is likely at least
as effective. These drugs may not be ideal in a widespread epidemic because
they cannot be given orally. Tetracycline, doxycycline, and chloramphenicol
have been proposed for treatment and prophylaxis in such instances.(3) Fluo-
roquinolones such as ciprofloxacin have been shown to be effective in treating
mice with pneumonic plague,(26) but have not been tested in human cases.
These drugs can also be orally administered.

3. BACTERIAL PATHOGENESIS

3.1. Experimental Models of Pneumonic Plague

A variety of mammals have been used as animal models to study the
pathogenesis of pneumonic plague, including guinea pigs,(27,28) mice,(26,29–31)

rats,(32) small and large marmots,(33,34) rabbits,(35) cats,(36) camels,(11) and sev-
eral nonhuman primates.(18,37–42) The mouse, guinea pig, and nonhuman
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primate models are the best characterized and closely resemble human pneu-
monic plague in general pathology. Various infectious challenge methods have
also been developed, including nose or head-only aerosol exposure, whole-
body aerosol exposure, and delivery of bacterial suspensions either through
intranasal or intratracheal instillation.

In mice, infection with small, aerosolized particles consistently results in
the development of primary pneumonic plague.(31) Infection with larger or
variably sized particles can lead to other additional forms of plague that in-
volve the cervical lymph nodes and bacteremia, but does not always result in
pneumonia.(6) Mice infected by intranasal instillation also develop pneumonic
plague.(29) The disease progression in mice and humans is similar. Within
12–24 hours there is focal cellular infiltration of the peribronchial lymphat-
ics. Between 24 and 36 hours lobular bronchial pneumonia develops, and an
exudate may be present in the alveoli, which contains numerous bacteria. At
approximately 36 hours, septicemic spread of the organism leads to coloniza-
tion of other organs; at this time bacteria can be readily cultured from the
spleen and bone marrow.(29)

Guinea pigs were used in early studies of pneumonic plague.(16,43) Sus-
pensions of bacteria were sprayed into the air, which resulted in infections
resembling those seen in mice exposed to large particles; i.e., cervical lymph
node and laryngeal involvement with secondary pneumonic infection. Druett
et al.(27) later systematically evaluated the effect of aerosol particle size on pneu-
monic infection in guinea pigs. Only infectious particles smaller than 1 µm
caused bronchopneumonia; particles greater than 4 µm did not reach the lung.
Larger particles were deposited in the upper airways and caused infection of
the cervical nodes and larynx. In later studies, intratracheal or intranasal in-
stillation of culture suspensions also successfully produced pneumonic plague
in guinea pigs. It was observed that some of the guinea pigs infected by these
methods transmitted the disease to their cage mates, which has not been ob-
served with mice.(29) Other differences with the guinea pig model were that
the infection remained confined to the respiratory tract, and that the animals
did not become visibly ill until “sudden death”, typically 72–96 hours after
infection.(29)

The nonhuman primate species that have been most frequently used in
pneumonic plague studies are the African green monkey (Chlorocebus (Cercop-
ithecus) aethiops) and various species of macaques (Macaca fascicularis, M. mu-
latta, and M. rhesus). Progression of the disease in monkeys is also very similar
to human pneumonic plague. Clinical signs after infection include fever and
tachypnea, anorexia, dyspnea, and rales.(37,38,44) Pathological changes also re-
semble those in human disease, and may include pulmonary alveolar flooding,
hemorrhage, fibrinous pleuritis, and fibrin deposits in the blood vessels. Bac-
teremic spread is typical and bacteria may be found in the spleen. As with the
small-animal models of pneumonic plague, infection of monkeys via aerosol or
intranasal instillation can result in pneumonia, but nonpneumonic forms may
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also develop if the bacteria invade via the upper respiratory tract.(6,16) Alter-
natively, bacteria can be introduced directly by laryngoscopy using a catheter,
to ensure that the bacteria reach the lung.(38,44) As with guinea pigs, cross-
infection of contacts of monkeys with pneumonic plague does occur, even
when the animals are individually caged so that no physical contact but free
passage of exhaled air is allowed.(6)

Cats are unique among other predators in their susceptibility to plague.
They also have a propensity to develop lung infection secondary to lym-
phadenopathy in submandibular or cervical nodes, or tonsils infected as a
result of feeding on infected rodents.(36,45) Cats infected by needle inocula-
tion develop a diffuse interstitial pneumonia, with large areas of necrosis and
infiltrates similar to humans with secondary pneumonic plague.(36) Although
cats with secondary pneumonic plague can readily transmit the infection to
humans, it is not known whether cats themselves are susceptible to primary
pneumonic infection.

3.2. Y. pestis Virulence Factors

Plague is an acute, fulminant, and often rapidly fatal disease, and Y. pestis
is justifiably one of the most feared of all bacterial pathogens. The extreme
virulence of Y. pestis depends on bacterial factors that effectively eliminate the
host’s ability to localize the infection and to initiate an appropriate immune
response, thus allowing unchecked bacterial replication and systemic invasion.
The bacterial factors important in Y. pestis disease are listed in Table II. Chief
among them is a sophisticated, multicomponent Type 3 secretion system that
functions to inject cytotoxic proteins directly into host phagocytic and immune
cells. All three pathogenic Yersinia species have this system, which is encoded
on a highly conserved ∼70-kb virulence plasmid (pYV). Virulence factors en-
coded by pYV prevent the host from responding appropriately to infection.
This is accomplished partly by preventing phagocytosis directly, and partly by
inhibiting the inflammatory response that leads to activation of other phago-
cytes and immune cells. The cytotoxic effector proteins, termed Yops (Yersinia
outer proteins) are injected directly into the host cell cytosol following con-
tact with the eukaryotic cell. Once inside, they block or redirect eukaryotic
cell signaling cascade pathways to disrupt the normal response to infection
(reviewed in Cornelis, 2002).(46) YopE, YopT, YpkA, and YopH all target the
actin cytoskeleton. For example, YopE disrupts actin microfilaments and thus
causes rounding of target cells by inhibiting Rho GTPases. YopT disrupts the
host cell cytoskeleton by cleaving RhoA, Rac-1, and Cdc42 from the cell mem-
brane. YpkA also targets RhoA and Rac1, through its serine/threonine kinase
activity. YopH prevents assembly of macrophage focal adhesions and blocks
calcium signaling in neutrophils through its protein-tyrosine phosphatase ac-
tivity. Other Yops do not target the actin cytoskeleton per se, but inhibit normal
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TABLE II
Y. pestis Virulence Factors and Their Role in Pneumonic Plague

Virulence of mutant
Virulence in pneumonic
Factor Mechansim of action Function infection

Type III Injection of effector Interference with innate Not tested
secretion Yop proteins immunity
system

YopE Inhibits Rho GTPases Disrupts actin filaments Not tested
YopT Cleaves RhoA, Rac-1, Disrupts actin filaments Not tested

Cdc42
YpkA Inhibits RhoA, Rac-1 Disrupts actin filaments Not tested
YopH Protein tyrosine Disrupts focal adhesion Not tested

phosphatase, blocks complexes and
calcium signaling oxidative burst of

phagocytes
YopJ Binds MAPK Inhibits TNF-α, triggers Not tested

kinases, IKKβ apoptosis
YopM Unknown Reduces NK cells Not tested
LcrV Regulates Yop expression, Yop delivery, Not tested

triggers IL-10 immunosuppression
Ybt locus Synthesis and uptake Iron acquisition Slightly attenuated

of yersiniabactin (pgm-)
siderophore

Yfe ABC transporter Iron acquisition Not tested
Psa Binds to glycolipids Fimbrial-like adhesin Not tested
Fraction 1 Inhibits phagocytosis; Fully virulent

(capsule) adhesin?
Plasminogen Cell-surface protease Dissemination from Slightly attenuated

activator that cleaves fibrin peripheral sites, (pgm - pla double
and complement adherence to basement mutant is avirulent)

membranes

cytokine signaling patterns. YopJ binds to mitogen-activated protein kinases,
downregulating TNF-α production. It also prevents NFκB activation, thereby
interfering with antiapoptotic pathways in macrophages.(47,48) YopM may re-
duce the number of natural killer cells by interfering with IL-15 signaling.(49)

Thus, the Yop effector proteins act at multiple levels, to kill phagocytes, inhibit
their phagocytic activity, and prevent recruitment of additional immune cells.

The multifunctional LcrV protein is also encoded by pYV. LcrV acts as a
regulator of Yop expression and secretion,(50) and also as a virulence factor.(51)

LcrV, together with the YopB and YopD proteins, facilitates translocation of
the effector Yops, by forming a channel through which the effector proteins
pass.(52) Extracellular LcrV released by the bacteria into infected tissues is also
predicted to have an antiinflammatory effect because it induces the production
of cytokine IL-10, which inhibits expression of the proinflammatory cytokines
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TNF-α and IFN-γ.(51) The ensuing down-regulation of the inflammatory re-
sponse would reduce the recruitment of professional phagocytes and other
immune cells to the site of infection.

In addition to the pYV virulence plasmid, Y. pestis contains two additional
plasmids that are not found in other Yersinia species.(1) The ∼100-kb pFra con-
tains the ymt phosopholipase D gene required for survival in the flea as well
as the caf locus, which encodes the genes required for synthesis of an extra-
cellular protein capsule.(53) The capsule is a gel-like aggregate of multimeric
fraction 1 capsule protein. The role of capsule in pathogenesis of plague is not
known. It may prevent phagocytosis,(54) but could also prevent secretion of Yop
proteins by the bacteria. Presence of the capsule affects the time of onset of
disease, but is not essential for virulence in mice, guinea pigs, or monkeys,(55,56)

and strains lacking capsule have been isolated from natural infections.(57) No
other genes on pFra have been shown to affect the virulence of Y. pestis in
mammals or its transmission by fleas.

The other Y. pestis -unique plasmid, pPla, contains the pla gene, encoding
the outer membrane plasminogen activator protein.(1) Pla has protease activity
against a number of different substrates, including fibrin and complement.(58)

It also may play a role in adherence to host basement membranes.(59) In the
mammalian host, Pla is necessary for efficient dissemination from peripheral
injection sites, but not when injected directly into the bloodstream.(58)

Several chromosome-encoded functions also affect the virulence of
Y. pestis. These include mechanisms to scavenge iron within the mammalian
host and the pH 6 antigen. The yersiniabactin siderophore-dependent sys-
tem (Ybt) encoded on the high-pathogenicity island(60) and the siderophore-
independent ABC transporter system (Yfe)(61) have been shown to be required
for full virulence in mice. A third iron-transport-system (Yfu) does not affect
virulence in mice by needle inoculation.(62) The pH 6 antigen (Psa) is a fimbria-
like protein that is expressed at a pH below 6.7 and at temperatures above
35◦C.(1) Inactivation of Psa leads to reduced virulence.(63) Psa has been shown
to bind to β1-linked galactosyl residues in glycosphingolipids(64) but its role in
plague pathogenesis has not been determined.

3.3. Role of Y. pestis Virulence Factors in Pneumonic Plague

Despite the fact that many of the Y. pestis virulence factors described above
have been known for many years, with a few exceptions their function has not
been explicitly tested in pneumonic plague models (Table II). In fact, very lit-
tle is known about the molecular mechanisms of pathogenesis of pneumonic
plague in any host. For example, the chromosomal pgm locus contains the
high-pathogenicity island that includes the Ybt iron acquisition and transport
proteins. Strains lacking this ∼102-kb region have been tested in mice and
in African green monkeys.(42) Although Pgm-negative strains are considered
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avirulent when injected subcutaneously, allowing them to be used as live vac-
cines, they appear to be less attenuated by aerosol infection. Half of monkeys
challenged with Pgm-negative Y. pestis aerosols died, although the pathology
of the infection differed slightly from infection with wild-type bacteria.(42) This
observation implies that the Ybt iron acquisition system contributes to but is not
absolutely required for pneumonic infection, but this has not been confirmed
directly.

The role of the plasminogen activator protein (Pla) has also been investi-
gated. Infection of mice with aerosols of wild-type Y. pestis CO92 or derivatives
cured of the plasmid pPst containing the pla gene showed that the mutant
strain was only slightly attenuated, as the LD50 of the pPst- strain was just
four times higher.(42) Conversely, a Pgm- version of Y. pestis CO92 with a dele-
tion/frameshift in the pla gene (Pgm-, Pla-) was unable to kill any African green
monkeys at any dosage tested.(42) Significantly, some natural Pestoides isolates
of Yersinia pestis (strains believed to be more ancient than the other Y. pestis bio-
types) that lack pla also appear to be fully virulent in mice infected by aerosol
or subcutaneous injection.(65) Pestoides strains may have another gene that is
functionally equivalent to pla.

The contribution of the capsule (F1 antigen) to pneumonic infection has
also been addressed. Infection of African green monkeys with either Y. pestis
CO92, its derivative containing nonsense mutation in the caf locus, or a nat-
urally occurring F1-negative strain resulted in similar mortality rates, time to
death, and pathologic effects.(18) Hence, capsule is not required for pneumonic
plague, at least in African green monkeys.

It is almost certain that LcrV and at least some of the Yop effector proteins
are necessary for pneumonic plague infection, but their role in lung infection
has not been directly tested. However, mice infected by Y. pestis CO92 aerosols
and then treated with antibiotics produce antibodies against LcrV, YopH, and
YopM, and to a lesser extent YopB, YopD, and YopK, but not to YpkA, YopN, or
YopE.(66) This suggests that LcrV and some Yops are expressed in pneumonic
infections. Likewise, it is also probable that one or more of the iron acquisi-
tion systems is necessary for pneumonic infection, but this also has not been
tested.

Other possible virulence factors for pneumonic plague include one of the
three quorum-sensing systems (2 LuxI/R systems plus a LuxS homologue).
Quorum-sensing systems contribute to the virulence of many lung pathogens,
including Pseudomonas aeruginosa,(67) Burkholderia cenocepacia(68) B. mallei(69)

and B. pseudomallei.(70) The Y. pestis quorum-sensing systems do not affect viru-
lence in mice infected by needle injection, or transmission by fleas,(71) but may
be involved in lung infection. For instance, the effect of B. mallei quorum sens-
ing systems on virulence appeared to be greater in mice challenged by aerosols
than in hamsters challenged by intraperitoneal injection,(69) which could be
due to host-specific factors, but could also be related to the route of infection.
In addition to quorum sensing, leukocyte adhesion systems might be important
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in pneumonic plague. For instance, the Y. pestis genome contains paralogues of
the filamentous hemagglutinin (FHA) adhesin of Bordetella pertussis.(72) Tight
adhesion to host cells is required for Yop translocation and secretion, and the
bacterial structures involved have not been identified, particularly those for
pneumonic infections.

4. BACTERIAL GENETICS

The genus Yersinia is composed of 10 species of Gram-negative coccobacilli.
Only three of them, Y. enterocolitica, Y. pseudotuberculosis, and Y. pestis, are
pathogenic to humans. Both Y. enterocolitica and Y. pseudotuberculosis cause
self-limiting food- and water-borne enteric diseases, whereas Y. pestis causes
highly lethal invasive disease and is primarily arthropod-borne. Despite their
vastly different pathogenic and epidemiological features, Y. pestis and Y. pseu-
dotuberculosis are nearly identical genetically.(73) It has been proposed that
Y. pestis evolved from its Y. pseudotuberculosis ancestor only within the last 20,000
years.(74) The diseases caused by these two organisms do share some similarity
in that they both have a propensity to cause lymphadenitis, but Y. pseudotu-
berculosis is much less invasive and rarely causes bacteremia. Y. pseudotuberculo-
sis can cause abscesses in the lungs and other internal organs as a complica-
tion of bacteremia,(75) but no instances of pneumonic transmission have been
reported.

Traditionally, Y. pestis has been divided into three biovars based on the
ability to ferment glycerol and arabinose, and to reduce nitrate.(76) These
metabolic properties do not correlate with virulence. It was suggested by Devi-
gnat that the three biovars were responsible for the different epidemics; that is,
biovar antiqua is descended from bacteria that caused the Justinian plague, bio-
var mediaevalis from strains that caused the Black Death, and biovar orientalis
is associated with modern plague, but there is no direct evidence for this.(76)

Analyses of genetic diversity within the species suggest that biovar orientalis is
uniform, most mediaevalis strains are similar, while there is greater diversity
within antiqua strains.(77) Recently, a fourth biovar (microtus) has been pro-
posed for a group of strains isolated in China which are not pathogenic to
humans.(77) Considerable genetic diversity has also been observed in strains
circulating in Asia.(78)

Comparisons of the genome sequences of a Y. pestis biovar orientalis
strain,(53) a biovar mediaevalis strain(79) and a Y. pseudotuberculosis serotype I
strain(73) reveal that the major genetic difference among them is their plasmid
content. There are relatively few Y. pestis-specific genes, although compared
to Y. pseudotuberculosis, Y. pestis has a higher number of pseudogenes, inser-
tion sequences, and numerous chromosomal rearrangements that could alter
gene function.(73) Comparative genomics analyses of Y. pestis antiqua, medi-
avalis, and orientalis isolates have revealed strain-related differences in genetic



PNEUMONIC PLAGUE 169

content and arrangement.(80) To date, none of these genetic differences have
been shown to be responsible for differences in host range or pathogenicity,
but this will likely become a subject of active research.

Because of the overall genetic homogeneity among Y. pestis popula-
tions worldwide, strain discrimination requires high-resolution molecular tech-
niques. Molecular strain-typing methods include ribotyping,(81) insertion se-
quence (IS) mapping,(82) and profiling hypervariable regions on the Y. pestis
chromosome known as variable-number tandem repeats.(83) These methods
would be useful in epidemiological studies to provide a molecular fingerprint
of the Y. pestis strain, or strains circulating during a natural or bioterrorist-
generated plague outbreak.

5. EPIDEMIOLOGY OF PNEUMONIC PLAGUE

Outbreaks of primary pneumonic plague in human communities typically
arise from a prior outbreak of flea-borne bubonic plague that generates index
cases of secondary pneumonia. Seeding of the lungs by hematogenous spread
is fairly common in many animals with bubonic and septicemic plague, but
the extent of lung infection is usually limited and does not regularly induce
the production of infectious aerosols.(5,9) In humans, transmissible secondary
plague pneumonia is a relatively rare complication that develops in less than
5% of bubonic and septicemic plague patients.(8) Unlike humans, most rodents
with lung infection do not transmit pneumonic plague, because their respira-
tory tract anatomy is not conducive to the exhalation of infectious particles.(6)

Cats, however, develop transmissible secondary pneumonic plague, and several
cases of primary pneumonic plague in humans have been traced to veterinary
examination of infected cats.(45)

Historical records suggest that each of the three great plague pandemics
consisted of a mixture of both flea-borne bubonic plague and human-to-human
transmitted pneumonic plague, as do plague epidemics in modern times.(11)

Thus, naturally occurring outbreaks begin with bubonic plague, which sets
up the potential for a subsequent, self-sustaining pneumonic plague out-
break that is independent of rodents and fleas. However, the proportion of
primary pneumonic to bubonic plague cases varies widely from outbreak to
outbreak, and the incidence of pneumonic plague can also vary greatly dur-
ing the course of a single epidemic. During the last pandemic, for example,
pneumonic plague accounted for only a small percentage of the millions of
cases in southern India, southern China, and Indonesia, but large epidemics
consisting entirely of pneumonic plague occurred in Manchuria. In addition,
pneumonic plague is thought to have been prevalent only during certain pe-
riods of the medieval European pandemic.(11) Of the 390 cases of plague re-
ported in the United States from 1947 to 1996, only 2% were pneumonic
plague.(3)
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5.1. Biological and Epidemiological Determinants of Pneumonic
Plague Epidemics

Several factors have been proposed to account for the disparity in pneu-
monic plague incidence rates that is observed among outbreaks in different
plague foci. One early theory was that different Y. pestis strains have intrinsic dif-
ferences in pathogenicity or tropism for lung tissue. However, Y. pestis isolated
from pneumonic plague patients do not show enhanced virulence or pneu-
motropism in animal models compared to isolates from bubonic cases.(6,11)

Although no evidence for intrinsic strain differences relevant to pneumonic
plague transmission or pathogenesis has yet been reported, the theory is still
raised, particularly by Russian investigators who detect considerable strain het-
erogeneity among Y. pestis strains circulating in central Asian plague foci.(78)

For example, the claim has been made that a Y. pestis strain or subspecies associ-
ated with marmots in the former Soviet Union is more apt to cause pneumonic
plague in humans than are other subspecies.(84) Regardless of whether or not
there are genetic differences among strains that relate to pneumotropism, it
is likely that Y. pestis growing in the lungs express a phenotype that optimizes
survival in aerobic conditions and enhances subsequent aerosol transmission
and primary infectivity in the lung environment.

There is likewise no evidence for human genetic, age, or sex differences
in susceptibility to pneumonic plague.(11,5) Thus, whether or not pneumonic
plague spreads or not depends primarily on socioeconomic, climactic, and
other extrinsic factors, and not on factors intrinsic to the bacteria or human
host. Pneumonic plague has a reputation for being highly contagious, and
in the right conditions it is so. However, the estimated transmission rate of
primary pneumonic plague is rather low compared to other infectious dis-
eases. The average number of new cases generated per primary case (R0) in
eight pneumonic plague outbreaks from 1907 to 1997 was 1.3.(85) Correspond-
ingly, the number of people who develop primary plague pneumonia after
exposure to an infectious patient is usually low. For example, only about 8%
of all contacts and 22% of persons with prolonged contact with sick patients
developed the disease during the 1920–1921 Manchurian pneumonic plague
epidemic.(11) The short infectious period of pneumonic plague, the virtual
absence of asymptomatic carriers, and the necessity for close person-to-person
contact all contribute to the modest transmission rate by the airborne route.
Transmission from an index case of secondary pneumonic plague is probably
even less efficient than subsequent transmission of primary pneumonic plague,
because patients with secondary pneumonic plague exhibit more variation in
extent of lung involvement, produce a more viscous sputum, and cough less
than patients with primary pneumonic plague.(10,11) However, plague transmis-
sion dynamics would be completely different in the case of illegitimate release
of an aerosolized Y. pestis bioweapon. It has been estimated that airborne re-
lease of 50 kg of Y. pestis over a large city could infect 150,000 people.(3)
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Pneumonic plague transmission depends on inhalation of airborne parti-
cles containing Y. pestis into the lower respiratory tract. The cough of a pneu-
monic plague patient constitutes the major infectious threat, because large
numbers of plague bacilli are disseminated during coughing, even when no
visible sputum is expelled.(11)

Determining the number of Y. pestis that must be inhaled to cause pneu-
monia in 50% of susceptible animals (the ID50) is difficult, but estimates vary
from 102 to 104.(7,39,42) In vitro-cultured bacteria are typically used for these
challenges, however, and it is possible that the number may be lower if Y. pestis
exhaled from an infected lung are pre-adapted for growth in the respiratory
tract. Another factor that tends to limit airborne transmission is that aerosolized
Y. pestis in aqueous diluents quickly lose viability through dessication, especially
at low relative humidity.(86,87) Y. pestis does remain viable in drying sputum for
2 to 3 days if not exposed to sunlight, but contact with sputum-soiled clothes
or bedding does not appear to be a major mode of infection.(11,88)

The most important risk factors for transmission, which have been well-
documented during twentieth century pneumonic plague outbreaks, are over-
crowding and close proximity to an infected person in an enclosed space with
poor ventilation. Thus, pneumonic plague transmission occurs primarily in-
doors, and much epidemiological evidence indicates that close contact is crit-
ical. The aerosol cloud containing Y. pestis-laden droplets that is expelled by a
coughing patient appears to extend a few yards at most, and rapid diffusion in
air currents and the fragile nature of Y. pestis in small particle aerosols tends to
limit transmission.(11,16,88,89) The observation has been made that simply turn-
ing the patient to face the wall is an effective way to reduce infections among
health care workers.(9,11)

Pneumonic plague is often considered to be a disease of cold climates, and
to be rare in warm climates. Likely reasons for this correlation include the fact
that the saturation deficit of air (the difference between the saturation water
vapor pressure and the actual pressure) decreases with air temperature for any
given relative humidity. Dry air at 10◦C actually has less drying power than air
at 37◦C and 80% relative humidity.(89) Thus, rates of dessication and loss of
viability of Y. pestis are relatively greater at higher temperatures. Nevertheless,
pneumonic plague outbreaks have occurred regularly in regions with warm
climates, such as Upper Egypt and West Africa.(11) The major epidemiological
factor related to cold weather may be that it drives people indoors, often in
poorly ventilated, overcrowded rooms, designed to conserve heat conditions,
which are conducive to aerosol transmission.

5.2. Management and Control of Pneumonic Plague Outbreaks

Much of our knowledge of pneumonic plague epidemiology and control
comes from experience gained during two major epidemics of pneumonic
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plague in Manchuria, which claimed over 40,000 lives in the fall and winter of
1910–1911 and over 9000 in 1920–1921. Careful studies of the epidemiology,
microbiology, and public health control measures were published in a series of
reports by the North Manchurian Plague Prevention Service, an international
team headed by the Cambridge-educated physician Wu Lien-teh. His detailed
summary treatise on pneumonic plague (1926) should be required reading
for public health officials concerned with responses to pneumonic plague.
Experience gained in Manchuria established a model for management of a
pneumonic plague epidemic. One of the many important practical measures
pioneered during these epidemics was the design and use of an effective face
mask used by medical and public health personnel for personal prophylaxis.
The major elements of a public health program to control an outbreak of
pneumonic plague include:

� Detection and diagnosis of cases
� Treatment and hospitalization of cases under respiratory isolation
� Quarantine and prophylactic treatment of contacts
� Disinfection of dwellings and personal effects of patients
� Public education campaigns
� Controls on public transportation to prevent spread of the epidemic

The extent to which individual control measures are taken depends on
the severity of the outbreak. For example, in the city of Harbin, the cen-
tral focus of the large Manchurian epidemics, entire facilities were des-
ignated as plague hospitals and isolation hospitals, a military cordon was
drawn around the city to control traffic, and railroad passengers were care-
fully screened and quarantined if deemed necessary.(90,91) Reviews contain-
ing updated recommendations for medical and public health management
of pneumonic plague outbreaks have appeared recently, indicative of the
growing concern regarding the potential use of Y. pestis as an agent of
bioterrorism.(3,7) Plague, along with yellow fever and cholera, is one of three
diseases subject to mandatory quarantine control measures under interna-
tional law.

5.3. Lessons from Modern Pneumonic Plague Outbreaks

“There is probably no infectious disease which, theoretically, is so easy to suppress
as lung plague.”

Wu Lien-teh(9)

This conclusion, made in the preantibiotic era by one of the great plague
fighters of the twentieth century, is logical given the brief period during which
the disease is infectious, the proven effectiveness of respiratory isolation of
patients, segregation of contacts, prophylactic antibiotic treatment in breaking
the transmission chain, and the absence of asymptomatic chronic carriers. Most
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pneumonic plague outbreaks are in fact quite circumscribed and self-limiting,
even with minimal intervention, but in certain conditions explosive epidemics
break out, as in Manchuria and fourteenth century Europe.(11,89) Two examples
serve to illustrate some of the practical problems that can complicate control
of an outbreak.

Manchuria, 1920. As was the case for the great 1910–1911 epidemic, the
1920 pneumonic plague epidemic began in late summer with a small cluster of
bubonic plague cases in northwestern Manchuria. These cases probably origi-
nated from the neighboring Transbaikal region of Siberia, where a permanent
focus of flea-borne bubonic plague exists in wild marmots. When pneumonic
plague cases subsequently appeared in the fall, public health authorities acted.
Using the control measures listed above and the experience gained during the
first epidemic a decade earlier, the initial outbreak was contained and limited
to 52 cases. However, nine contacts under quarantine observation forcibly es-
caped and fled. Two returned to their jobs at a coal mine 100 miles away, where
they lived in semiunderground barracks with no sunlight or ventilation. With
outside temperatures at −20◦C, 60 to 80 men were crowded together in each
20 × 60 foot barracks. These conditions proved ideal for transmission, and
over 1000 of the 4000 miners died of pneumonic plague. This reignited the
epidemic, which in spite of rigid control measures spread to other towns along
railway lines, eventually claiming 9300 lives before subsiding in the spring of
1921.(11,92)

India, 1994. In August 1994, an outbreak of human bubonic plague oc-
curred in Maharashtra State in western India following a plague epizootic in
the local rat population. In September, an increasing number of patients with
fatal pneumonia were seen in Surat, the capital of the neighboring state of
Gujarat. A presumptive diagnosis of pneumonic plague was made for some of
these cases, control measures were implemented, and both outbreaks quickly
abated.(93,94) Except for the fact that it occurred in a densely populated city and
involved more people, the epidemiology of this outbreak was similar to several
other outbreaks that have been documented around the world, most recently
in South America and Africa.(11,95,96) What made the 1994 Indian outbreak
unusual was its psychosocial impact. The lack of specific and rapid diagnostic
capabilities led physicians to label many patients with respiratory infection and
fever as suspected plague cases. The resulting overreporting and uncertainty
over the extent of the outbreak led to anxiety and flight, always a problem in
plague control.(97,98) An estimated 300,000 to 500,000 people fled the area,
despite the widespread availability and use of effective antibiotic prophylaxis,
underscoring the fact that the psychological and social effects of plague can
be greater than the medical ones.(93,97) Fortunately, this mass exodus did not
result in further spread of the outbreak, even from incubating cases that fled
to other large cities. The international response included termination of air
transport to and from India by some carriers and increased surveillance of
passengers and goods by others.(93,99)



174 DAVID L. ERICKSON and B. JOSEPH HINNEBUSCH

6. CURRENT AND FUTURE NEEDS

Renewed interest in the clinical and public health management of pneu-
monic plague has come from the recognized potential of aerosolized Y. pestis as
a bioterrorism weapon.(100) Although much is known about the microbiology,
pathology, treatment, and epidemiology of plague, improved medical and pub-
lic health countermeasures are needed to meet the challenge of pneumonic
plague outbreaks, whether naturally occurring or instigated by bioterrorists.
All levels of the public health infrastructure are being evaluated and new rec-
ommendations have been formulated to optimally respond to acts of biological
terrorism.(101) Because it is a zoonosis, routine surveillance programs designed
to monitor the incidence and distribution of plague in peridomestic rodent
populations can provide a first alert to an increased risk of human plague in an
area.(2) The most critical medical needs for better pneumonic plague control
include rapid, sensitive methods to detect and identify Y. pestis in environmen-
tal and clinical samples, and an effective vaccine. The lack of readily available,
rapid means of diagnosis is a major weak link in plague control. Currently,
no plague vaccine is available. Previously used plague vaccines likely offered
inadequate protection against pneumonic plague following aerosol challenge,
and such protection is a high priority for any new vaccine.(102)
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Coxiella burnetii, Q Fever,
and Bioterrorism
J. D. MILLER, E. I. SHAW, and H. A. THOMPSON

1. INTRODUCTION

Coxiella burnetii is a gram-negative obligate intracellular bacterium that
must survive and replicate in an acidified phagosome of an infected host cell
(Fig. 1). Most closely related to Legionella pneumophila, it is a member of the
γ-proteobacteria class in the Legionellales order. First discovered in the 1930s
in Australia and the United States, it is an organism with a worldwide distri-
bution and is the causative agent of query (Q) fever in humans. C. burnetii,
like Chlamydia, has a complex life cycle with at least two forms, a metaboli-
cally active large cell variant (LCV) and a spore-like small cell variant (SCV).
Unlike Chlamydia, both the cell forms are infectious. Moreover, the SCV (or
another resilient form, see C. burnetii Lifecycle Stages section) can survive in
the environment outside a host for years while remaining infectious and is
small enough to be carried and dispersed for miles by wind. These properties
have renewed interest in C. burnetii, classified as a category B critical biologic
agent, as a biological weapon and terror agent.

2. A BRIEF HISTORY

C. burnetii was discovered in 1935 independently by two research groups
in Australia and the United States. That year in Brisbane, Queensland,
Australia, there was an outbreak of undiagnosed febrile illness in abattoir
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FIGURE 1. Coxiella burnetii M44 strain organisms in a rabbit kidney (RK-13) cell.

(slaughterhouse) workers. Edward Derrick described the illness (named query
or Q fever), and was able to experimentally transmit the infection to guinea
pigs.(1) Another researcher, Macfarlane Burnet, also reproduced the illness
and detected the organisms in mice by using spleens of infected guinea pigs
provided by Derrick. Machiavelli-stained spleen sections taken from infected
animals displayed intracellular vacuoles filled with small rod-shaped organisms
that appeared rickettsial in nature.(1,2) The researchers named this organism
Rickettsia burnetii. Also in 1935, researchers at the Rocky Mountain Laboratory in
Montana were investigating Rocky Mountain spotted fever (RMSF) when they
established a febrile illness in guinea pigs fed upon by ticks (Dermacentor ander-
soni) obtained at Nine Mile creek in western Montana.(3) The symptoms of this
illness were unlike RMSF, and it could be passed on to uninfected guinea pigs
by infected blood. Attempts to grow the etiologic agent in axenic media failed.
In 1936, researchers showed that the pathogen could pass through a filter
much like a virus, and thus named the organism as Rickettsia diaporica because
of this ability.(3) Herald Cox was the first to grow the organism in embryonated
eggs.(4) In 1938 a laboratory worker was infected with the “Nine-Mile” agent
in a laboratory accident, and it was found that his blood could transmit the
febrile illness to guinea pigs.(5) Also, the connection between the Australian ill-
ness and the organism from ticks in Montana was made by experiments where
animals inoculated with the Australian agent were protected from challenge
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by the patient’s blood(5) The agent was renamed Coxiella burnetii to honor the
contribution of Cox and Burnet.(6)

3. Q FEVER

C. burnetii and Q fever infections have been found throughout the world.
From 1978 to 2002 in the United States, 538 cases of Q fever were reported by
the state health departments to the Centers for Disease Control and Prevention
(J.H. McQuiston, Epidemiology of Human Q Fever in the United States, 1978–
2004, unpublished data). In the Unites States the estimated average annual in-
cidence of reported Q fever in humans is 0.09 cases per million population (J.H.
McQuiston, refered above, unpublished data). Of the reported cases, 76.2%
are male and 44.4% of the people exposed had contact with livestock (J.H.
McQuiston, refered above, unpublished data). The actual number of cases in
the United States is unknown because Q fever has not historically been a re-
portable disease; it was made a nationally reportable disease in 1999 and 45
states considered it reportable in 2003. Diagnosis of Q fever is complicated
because many acute infections of Q fever are either asymptomatic, mild, or
resemble influenza symptoms.(2) Because of the lack of overt or unique symp-
tomatic features, the actual incidence of Q fever is severely underreported
worldwide and is probably more common than we know. The incubation pe-
riod following exposure can range from 1 to 3 weeks.(7) Symptoms of acute
Q fever are generally nonspecific and could include fever, frontal headache,
myalgias, and unproductive cough.(7) Other symptoms may include light sensi-
tivity, fatigue, rigors, night sweats, nausea, and vomiting.(2) Roughly 40% of pa-
tients reported with granulomatous hepatitis and over 60% with increased liver
enzyme activity.(7,8) Approximately one third of patients have pronounced res-
piratory signs such as cough and radiographic changes in the lungs.(9) Q fever
has also been linked to complications and abortions during pregnancy.(10,11)

The organism has also been isolated from human placenta tissue.(12) Acute Q
fever is usually self-limiting; however, doxycycline has been found effective for
treatment.(13) Real-time polymerase chain reaction (PCR) has also shown that
C. burnetii is susceptible to tetracycline, rifampicin, and ampicillin.(14) Some
patients that are persistently infected with C. burnetii will develop chronic Q
fever (1–16% of reported patients worldwide(15)), which is most commonly en-
docarditis, but can also manifest as an infection of vascular grafts or aneurysms,
osteomyelitis, or hepatitis. Splenomegaly is a common clinical finding. Endo-
carditis may be accompanied by clubbing of fingers and prolonged fever.(9,13)

Chronic Q fever is verified in the laboratory by the prevalence of phase I
antibodies in the patient’s serum. Some cases of chronic fatigue syndrome
have also been associated with persistent infections of C. burnetii, with the
organism being identified in bone marrow aspirates and liver tissue.(16–18)

Treatments of chronic Q fever include surgical removal and replacement of
infected heart valves, and prolonged therapy (up to 2 years) with doxycycline
and hydroxychloroquine.(19,20)
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FIGURE 2. Transmission cycle of Coxiella burnetii. Potential mechanisms of human infection by
C. burnetii are shown. Heavy black arrows signify major infection pathways, and thin gray arrows
represent minor infection pathways. Humans are considered a dead-end host and human-to-
human infections are very rare.

4. EPIDEMIOLOGY

Generally, C. burnetii is an organism that infects ruminants, and human in-
fections are incidental (Fig. 2). Seroprevalence studies of animals in the United
States show that goats have more frequent exposure to C. burnetii (41.6%)
than either sheep (16.5%) or cattle (3.4%).(21) Generally, human infections
are initiated from inhaling fine particulate matter generated by infected ani-
mals during parturition(22) or from desiccated urine or fecal matter.(21) It has
been estimated that 1 g of infected placental tissue can contain as many as
one billion organisms.(23) Humans have also been infected by eating contam-
inated milk products.(24) Occasionally, other infected animals, such as cats,
dogs, pigeons, and wild animals, have been reported to cause Q fever infec-
tions in people.(21,25–27) There have also been reports of sexual transmission of
C. burnetii, but this is extremely rare considering other modes of infection.(28)

Although C. burnetii was originally isolated from ticks and has been identified
in at least 40 species of ticks,(2,29) the role ticks play in transmission of the
agent to animals is not completely defined and tick transmission to humans is
rare.

While some information is available on incidence of infection of animals,
most information comes from outbreaks where significant numbers of animals
or humans were infected by the organism. The actual incidence of C. burnetii
in nature in most regions is unknown. Without this information, clinicians
could not distinguish a natural outbreak from an organized, intentional release
of a biological agent. More serological and epidemiological studies must be
performed to better understand how common C. burnetii infections are both
worldwide and at regional levels.
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LCV

SCV

FIGURE 3. Coxiella burnetii Nine Mile organisms in an acidified phagosome within L929 cells.
Large cell variants (LCV) and small cell variants (SCV) are identified by arrows.

5. Coxiella burnetii LIFECYCLE STAGES

The C. burnetii organism has a complex life cycle involving at least two
cell types (Fig. 3); the spore-like small cell variant (SCV) and the metabolically
active large cell variant (LCV).(30,31) Two other variant forms, the small dense
cells (SDC) and the spore-like particle (SLP), are thought to exist, but their
relationship to the SCV or the life cycle of the organism is poorly defined.(31,32)

The SCV is 0.2–0.5 nm in diameter, rod-shaped, and is believed to be formed by
asymmetrical division from its mother cell, the LCV, although the factors that
induce differentiation are unknown.(31,32) It has been speculated that either
nutritional or pH variation in the host cell triggers the conversion; however,
there may be other signals that cause the differentiation that have not been
identified.(31) It has been shown that the Q fever agent can pass through 40-µm
filters(33); this is now attributed to the SCV, SDC, and SLP forms (J.C. Williams,
unpublished data). The SCV is resistant to physical and chemical stress, such as
elevated temperature, desiccation, osmotic shock, ultraviolet light, and chem-
ical disinfectants.(31,34–36) The ability of the SCV to survive outside of a host
cell can be attributed to the higher concentration of peptidoglycan (2.7-fold
more than the LCV) in its outer membrane,(30,37) appearing more dense than
the LCV membrane with a smaller periplasmic space.(31) The organism pro-
tects its DNA in the SCV form by using histone-like proteins (Hq1 and ScvA)
that bind to and condense the chromosomal DNA.(38,39) SCV particles are
introduced into the environment by infected animals shedding the organisms
through urine, fecal matter, or parturition and birthing fluids. Once the infec-
tious matter has desiccated, the aerosolized particles can be inhaled by animals
or humans thus initiating infection.(40) We presently believe that the SCV is the
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form responsible for infections contracted from an environmental, rather than
an animal, source.

The LCV is a gram-negative pleomorphic rod with a distinguishable outer
membrane, periplasmic space, and inner membrane.(31) The LCV differs from
the SCV by its larger size (more than 1-µm long(32)), lack of ScvA protein,(39) ap-
pearance of a 29.5 kDa major outer membrane protein,(41) presence of protein
translation factors,(42) susceptibility to physical and chemical conditions, and
lower concentration of peptidoglycan in its outer membrane.(31,43) It is also
the metabolically active variant in acidic conditions (pH 4.0–5.5).(44) While
the SCV form is generally linked to Q fever exposure in the environment, in
the laboratory it has been observed that both the LCV and the SCV forms can
invade host cells.(2,45)

6. Coxiella burnetii GENOME

The Coxiella burnetii genome is defined by a single circular chromosome
and, in all strains except the Scurry strain, by a resident plasmid that is present
in low copy numbers (perhaps 2–5 copies per cell).(46,47) The origin of repli-
cation of the single circular chromosome was implied by the G-C skew of the
chromosomal strands, and also by the location of the dnaA, which encodes
the DnaA protein for replication initiation.(46) In earlier work, carried out
by an “origin search and rescue” technique employing strains of Escherichia
coli, an autonomous replication sequence (ars) was selected, isolated, and
characterized.(48) Although the ars supports the replication of recombinant
plasmids in both E. coli and C. burnetii and contains several DnaA protein bind-
ing sites, no evidence was found to suggest that it functioned as an origin dur-
ing C. burnetii growth in tissue cultures.(48,49) The ars is located approximately
260 kb pairs to the left of the designated origin.

The C. burnetii Nine Mile strain genome consists of a chromosome of
1,995,275 base pairs and a resident plasmid (QpH1) of 37,393 base pairs.(46)

Other C. burnetii strains are known to vary in the type of plasmid carried (QpH1,
QpRS, QpDG, QpDV, or no plasmid).(47,50–54) A plasmidless strain (Scurry
Q217), in which much of the plasmid information has been found inserted
within the main chromosome, has also been characterized.(55) The genome
and QpH1 plasmid contain 2,134 coding regions (possible genes), with 33.7%
of these being hypothetical.(46) The chromosome also contains 29 insertion
sequences, with 21 being the unique transposon IS1111.(46,56) All insertion
sequences have more than 99% DNA identity, suggesting a recent introduction
to the organism.(46) No insertion sequences have been found in the plasmid
(QpH1). The Nine Mile strain genome has a G-C content of 42.6%, with a
lower G-C content in the resident plasmid (39.3%).(46)

Unlike free-living bacteria, C. burnetii has been able to survive the poten-
tially lethal loss of some of its genes by random changes (like point mutations,
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deletions, or frame shifts) because it can transport lost metabolic precursors
from the host cell (much like Rickettsia prowazekii).(46,57–59) These 83 pseudo-
genes, while a significant number, represent a lower percentage of the total
chromosome in C. burnetii than do pseudogenes of R. prowazekii (10.9% and
∼24%, respectively).(46,57) This difference in pseudogene number could mean
that C. burnetii became an intracellular parasite at a later time than R. prowazekii.
C. burnetii has also shown a plasticity in its chromosome, with strains able to
further modify their chromosome to form various avirulent phenotypes when
grown in controlled laboratory conditions (see Phase Transition section).

7. LIPOPOLYSACCHARIDE

The C. burnetii lipopolysaccharide (LPS) is a macromolecule in the outer
membrane that protects the organism from the external environment, shields
it from complement binding,(60) and hides the charge of its outer membrane
proteins and transporters.(61) The C. burnetii LPS is composed of 74% hy-
drophilic and 26% hydrophobic regions, with unique Lipid A and outer anti-
gen sugar components.(62) The C. burnetii Nine Mile wild-type LPS is more
than 1,000 times less toxic to egg embryos and mice than the LPS of either
E. coli or S. typhimurium.(62,63) The lipid A moiety of the C. burnetii LPS is
highly conserved between strains examined.(64,65) The structure consists of
a diphosphorylated D-glucosamine disaccharide backbone with four acyl fatty
acid chains.(64) The acyl chain lengths vary in C. burnetii strains, and mass differ-
ences indicate a microheterogeneity of substitutions of fatty acids of different
lengths in the lipid A.(64,65) Like other endotoxins, the lipid A has a nonlamel-
lar cubic aggregate structure that corresponds to a strictly conical shape of
the lipid A moiety.(64) However, the inclination angle of the acyl chains to the
D-glucosamine disaccharide backbone is much less (around 40◦) than for other
enterobacteria.(64)

The inner core region of the C. burnetii LPS has been examined in de-
tail by studying the phase II variant LPS and resembles other enterobacte-
rial LPS molecules.(66) This region is composed of D-mannose, D-glycero-D-
manno-heptose, and 3-deoxy-D-manno-2-octulosonic acid (Kdo) in a ratio of
2:2:3.(66–68) The inner core attaches to the lipid A region at a Kdo molecule,
and the outer antigen region attaches at the outer core from D-mannose and
D-glycero-D-manno-heptose sugars.(68)

The outer antigen (O-antigen) region of the C. burnetii LPS is a com-
plex structure of repeating components that is poorly defined. Molecules
such as D-mannose, galactosaminuronic acid, glucosamine, L-rhamnose,
6-deoxy-3-C -methyl-D-gulose (virenose), 3-C -(hydroxymethyl)-L-lyxose
(dihydo-hydroxystreptose), and other unknown components constitute
the branches of the O-antigen region, but the exact sequence of the structure
is unknown.(67,69,70) Virenose and dihydro-hydroxystreptose are rare sugars
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that have not been observed in other bacterial lipopolysaccharides, and their
closest related sugars are found in antibiotics (virenomycin and hydroxy-
streptomycin, respectively).(67) This information is interesting because it may,
when taken with the facts that (i) nearly one quarter of the transport genes
are drug efflux systems and (ii) there are pseudogenes with homology to
antimicrobial lantibiotics and β-lactamases,(46) suggest that C. burnetii was
originally a free-living acidophilic organism competing with other bacteria in
the environment. It is suggested, on the basis of phase transition studies of
Nine Mile RSA514, that virenose and dihydro-hydroxystreptose are terminal
sugars.(62,67) The O-antigen region is important to protect C. burnetii from
compliment-mediated killing, because only the avirulent phase II organism
is susceptible to complement.(60) A complete LPS is also considered one of
the molecules important to immunity to C. burnetii, because vaccinating with
phase II whole-cell vaccines does not confer lasting immunity.(71)

Most of the genes for the LPS synthesis, including synthesis of the outer
repeating units of the O-antigen and the LPS inner core, are clustered into two
regions of the genome.(46) These gene clusters also include large numbers of
genes related to nucleotide sugar metabolism involved in the polymerization of
the sugar branches in the O-antigen.(46) Unlike the rest of the LPS biosynthesis
genes, the genes for the synthesis of Lipid A and Kdo components of the LPS
are scattered throughout the genome.(46)

8. PHASE TRANSITION

When virulent wild-type C. burnetii (phase I) strains are passaged for many
replication cycles in either embryonated eggs or tissue culture systems, the
organisms (when plaque-purified) will undergo a permanent phase transi-
tion into avirulent variants (phase II).(58) Our knowledge of the events of
phase transition from a wild-type C. burnetii to an avirulent variant is lim-
ited. In many strains of C. burnetii (Australian, M44 Grita, Priscilla, and Nine
Mile) an avirulent phase variant with an LPS truncation occurs, but the ge-
netic modifications of phase transition appear to be variable.(59) In the Nine
Mile strain, two types of chromosomal deletions have been characterized. The
Nine Mile phase II clone 4 organisms have a chromosomal deletion (roughly
26 kb pair region that consists primarily of O-antigen synthesis genes(58)), ex-
hibit a more severely truncated LPS that lack both rare sugars (virenose and
dihydrohydroxystreptose(72)) and are avirulent.(60,62,73,74) Despite the chromo-
somal deletion and modification, the phase II organism is still able to form an
SCV cell form (R.A. Heinzen and E.I.Shaw, unpublished data). The Nine Mile
RSA514 variant displays a larger chromosomal deletion (31.6 kb) in the same
region as the phase II deletion, possesses an intermediate LPS, and is partially
virulent.(58,75,76) The varied phenotypes from the Nine Mile phase variants
suggest that phase II organisms may have other chromosomal deletions or
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mutations which have not been characterized, yet play a role in loss of the
complete wild-type phenotype. It is also unknown if the Nine Mile phase tran-
sition is consistent, causing the same chromosomal mutations each time a
laboratory-passed C. burnetii organism adapts. Phase transition in the Priscilla
strain occurs by undergoing a loss of LPS sugars in three stages, eventually
leading to a truncated LPS(77); however, there is no genetic information avail-
able on the avirulent phenotype. Little information is available on the M44
or Australian phase II strain (QD), variants that also display the truncated
LPS phenotype and are avirulent.(78,79) PCR analysis has determined that both
M44 and Australian phase II variants retain many of the genes lost in the dele-
tion of Nine Mile strain phase II organisms, but the fidelity of these genes is
unknown.(59)

The events of phase transition not only affect the phenotype and genome
of the affected organism, but in the Nine Mile strain it appears to alter the
invasion of the host cells. Phase II organisms can invade host cells faster and
are more successful at establishing persistent infections in laboratory cell lines
than phase I organisms.(80,81) C. burnetii Nine Mile phase II invasion studies
suggest that the uptake process is mediated by both the leukocyte response
integrin, αvβ3 (LRI) and CR3.(82) This is in agreement with earlier observa-
tions that showed that complement components (such as C3) can attach to
and kill phase II organisms.(60) Once the phase II organism has attached to
the host cell the membrane does not visibly ruffle and the organism cannot
delay lysosome fusion to its endosome compartment,(83,84) suggesting that the
phase II organism lacks a factor to modify the behavior of the host cell. The
final vesicle of the C. burnetii phase II organism has characteristics of a mature
phagolysosome, including the marker proteins Rab5, Rab7, and LAMP-1,(85–87)

but it is unknown if the wild-type C. burnetii phagosome is different from the
phase II phagosome. Because of the differences in invasion and survival be-
tween the wild-type and the phase-variant C. burnetii organisms, we cannot
assume that the organisms react to or modify the host cell in an identical
manner.

The phase transition event(s) also seem to modify the replication of Nine
Mile strain organisms in certain growth systems; phase II organisms grown in
embryonated eggs display consistently lower yields when compared to phase
I organisms.(88,89) In some growth experiments using Baby Hamster Kidney
(BHK-21) cells ( J.D. Miller and H. Thompson, unpublished observations),
we have observed the number of intracellular phase I organisms to be higher
than that of phase II organisms cultured in identical conditions. This growth
can be significantly improved with the addition of cytidine supplemented to
the tissue culture media, but the reason for this improvement is unknown at
this time. Because of our poor understanding of the phase transition and the
genetic modifications the chromosome undergoes, it is probable that other
modifications exist that are relieved by cytidine or a cytidine product, allowing
for the increased phase II growth.
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9. INVASION OF HOST CELLS

The C. burnetii bacterium has an advantage in that, once it has contami-
nated an environment, it can infect an animal or a person with an extremely
low infectious dose (1–10 organisms).(40) Once the C. burnetii organism has
been introduced into the host, either by inhalation, consumption, or other
route, the organism can bind to and invade a host cell. In laboratory studies,
C. burnetii has exhibited an ability to infect a wide variety of cell lines, includ-
ing, but not limited to, human monocyte cells (THP-1), fibroblast cells, Vero
cells, chick endodermal (primary culture) cells, Chinese hamster ovary cells
(CHO cells), baby hamster kidney (BHK-21) cells, and mouse macrophage cell
lines.(2,44,80,84,90–94)

Wild-type C. burnetii (phase I) organisms are thought to initiate infection
of host cells by binding to leukocyte response integrin αvβ3 (LRI) and integrin-
associated protein (IAP) complex, while not engaging the CR3.(82,95) During
the attachment and invasion process, wild-type organisms induce activation of
protein tyrosine kinases (PTK) and tyrosine phosphorylation of several sub-
strates thought to interfere with cytoskeleton organization, causing the host
cell surface to ruffle and change morphology.(84,96) The C. burnetii genome also
contains 13 ankyrin repeat-containing proteins that could mediate interaction
of the plasmid membrane with the membrane skeleton, aiding the invasion
process.(46,97) Other genes such as homologues of the L. pneumophila EnhA,
EnhB, and EnhC may be involved in cell entry, but their role in C. burnetii
invasion needs to be investigated.(46) The organism is then internalized and
shuttled through an endosomal pathway, where vacuole ATPases lower the pH
to 5.5.(83) In laboratory experiments, the organism has been shown to transport
amino acids in acidified media; however, it is unknown at what stage in the in-
vasion process the organism becomes fully active (that is, able to replicate DNA
and synthesize proteins).(83) It has also been shown to transport guanosine at
neutral pH, but the reason for this ability is unknown.(88) In J774A.1 mouse
macrophage cells, wild-type C. burnetii can delay the binding of lysosomes to
its vesicle;(83) however, it is unknown if this event occurs in other cell lines. We
also do not know how the organism modifies its vesicle to promote survival and
replication. Current research is focusing on the signaling mechanisms used by
C. burnetii to influence the host cell.

Once C. burnetii has begun replication within the acidified phagosome,
it has a replication time ranging between 12 and 20 hours.(98) The organism
has only one rRNA operon, which is consistent with organisms that have a slow
growth rate.(99) This slow growth adaptation may have evolved to allow for the
accumulation of the maximum bacterial load in a host cell, while gaining as
much metabolic precursors from the host as possible before killing it. This
would allow for the greatest number of C. burnetii organisms in the blood, in-
creasing the opportunity for the organisms to find new host cells and continue
the cycle. This is thought to be the reason for slow growth in other intracellular
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parasites as well, such as R. prowazekii.(100) In the growth compartment, both
LCV and SCV forms are present,(101) perhaps ensuring survival for the organ-
ism once the host cell is lysed. C. burnetii organisms are thought to kill their host
cells by replicating within the acidified phagosome compartment, enlarging
the vacuole until it exerts enough internal pressure to lyse the host, thereby
releasing the organisms.

10. ENVIRONMENT OF ACIDIFIED PHAGOSOME

Once the organism has established itself in the acidified phagosome, C.
burnetii has to survive a harsh environment designed to destroy pathogens.
In recent years, our understanding of the phagolysosome compartment has
improved, but it is still incomplete. The membrane of a mature phagosome
is a complex organelle composed of over 600 different proteins, some of
which are unidentified.(102,103) Some of these proteins are H+-translocating
ATPases, which lower the pH of the compartment. The C. burnetii organism
has adapted to the acidic pH and apparently can only replicate in this envi-
ronment. Attempts to reproduce the conditions required for replication by
axenic media have failed, showing that more than an acidic environment,
glucose and a supplement of 20 amino acids and thymidine are required for
the replication.(44,104,105) The organism has also adapted by having a much
higher percentage of basic proteins when compared to other bacteria. This
may be a backup mechanism for the organism to titrate or regulate the H+

ions, along with predicted sodium ion/proton exchangers, from the cyto-
plasm if it cannot maintain its adenylate energy charge for cytoplasmic pH
maintenance.(46)

It is unknown at this time how closely a mature phagolysosome resembles
the acidified phagosome containing C. burnetii organisms. While C. burnetii
occupies this acidified phagosome, it grows until it becomes the largest com-
partment in the host cell, dwarfing and pushing aside the cell nucleus.(31) This
may be caused by the host cell fusing lysosomes and possibly endosomes to the
C. burnetii phagosome in an effort to eliminate the organism. Conversely, the
growth of the acidified phagosome compartment may be due to the organism
somehow controlling the host cell and some of its functions. Within the com-
partment of a normal phagolysosome are a number of enzymes delivered by
lysosomes, which are used to digest pathogens into peptides for MHC presen-
tation as well as digesti DNA and protein material to nucleoside and amino
acids for use by the cell. It is assumed that these enzymes are also present in
the C. burnetii acidified phagosome. The cell also uses nitric oxide and oxygen
radicals,(106) as well as cytokines such as TNF-α and IFN-γ, to induce cytotoxic
or cell-mediated responses and clear the infection. C. burnetii is thought to
protect itself from oxygen radicals and oxidative bursts within its compart-
ment by using acid phosphatase, catalase, and superoxide dismutase (SOD)
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enzymes.(107–110) C. burnetii has been observed during in vitro acid activation
experiments to release a number of unidentified proteins into the media.(111)

The organism, at acidic pH, may also use a secretion system (possibly type I,
II, or IV) to secrete a number of proteins into the environment.(46,112) At this
time we are unsure of what specific proteins C. burnetii secretes, or what effect
these proteins have on the host cell.

Despite the challenge the mature acidified phagosome poses to the organ-
ism and its survival, the compartment is also presumed to be rich in metabolic
precursors the organism requires for metabolism and replication. It is known
that phagolysosomes contain a large quantity of useful nutrients, including nu-
cleosides, amino acids, phosphates, glucose, sulfates, and phosphates.(113,114) If
these components are also available in the C. burnetii acidified phagosome, this
wealth of resources would enable the parasite to become more energy efficient
by discarding or inactivating portions of its genes.

11. METABOLIC PATHWAYS

Despite the elimination of 83 genes, sequence evidence suggests that C.
burnetii has maintained most of its metabolic capabilities and retains the genes
for glycolysis, the Entner–Doudoroff pathway, the electron transport chain,
the Embden–Meyerhof–Parnas pathway, gluconeogenesis, the pentose phos-
phate pathway, and the tricarboxylic acid (TCA) cycle.(46) It also appears to
have complete pathways for purines and pyrimidines, fatty acids, phospho-
lipids, and cofactors.(46) The sequence also suggests that C. burnetii can utilize
glucose, xylose, galactose, and glycerol.(46) The chromosome is missing the
glyceraldehyde-3-phosphate (GAP) pyruvate pathway for IPP synthesis, as well
as being auxotrophic for 11 amino acids (including leucine, isoleucine, pheny-
lalanine, tryptophan, valine, histidine, lysine(46)).

12. TRANSPORT

Even though C. burnetii has many complete biochemical pathways for
macromolecule synthesis, it also appears to transport many components such
as amino acids, sugars, and nucleosides probably to conserve energy and its
adenylate charge for other requirements. The genome sequence suggests it has
2 sugar transporters (xylose and glucose), 3 peptide transporters, and 15 amino
acid transporters.(46) It has four predicted sodium ion/proton exchangers, pre-
sumably for maintenance of the cytoplasmic pH.(46) The genome also contains
a number of sequences that share homology with various types of ABC (ATP
binding cassette) transport proteins.(46) The genome sequence predicts that
three mechanosensitive ion channels and three osmoprotectant transporters
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exist.(46) More than a quarter of the predicted transporters are predicted to be
drug-efflux pumps, which may play a role in the protection from phagosome
antimicrobial defensin proteins or resistance to antibiotics.(46) There is also a
putative multidrug transporter protein found in a potential “pathogenicity is-
land” flanked by insertion sequences.(46) There is no evidence, in the sequence
or in biochemistry experiments, for an ATP/ADP exchanger to scavenge ATP
from its host,(46,88) as is used by R. prowazekii or Chlamydia trachomatis.(115,116)

This lack of an ATP/ADP exchanger makes sense because of the rarity of ATP
within the environment of an acidified phagosome.(113)

Genome analysis has also suggested homology with type I, II, and IV se-
cretion systems.(46) The proposed type IV secretion system, which has many
similarities to the L. pneumophila icm-dot genes,(117–119) has components that
can complement function with similar genes in L. pneumophila (dotB, icmS, icmT,
and icmW (112,119)). This system may play a role in the subjugation of the host
cell; however, more research into its function and the components that may be
released by the secretion apparatus must be performed before any conclusion
can be reached.

Much of our current knowledge of C. burnetii transport comes from re-
search using acidified media. First developed in the early 1980s by Hackstadt
and Williams,(44) it was found that a simple media at pH 4.0–5.5 would allow
DNA and protein synthesis to occur so long as an energy source (glutamate) was
available.(120) This media is incomplete in that it will not support replication of
the organism. It is unknown if it is a metabolic precursor that is missing in the
media, or if it is either a lack of communication with or a factor from the host
cell that prevents C. burnetii growth. Using the acidified media, information on
glucose and glutamate transport and usage as well as amino acid transport has
been obtained.(92,105,120,121) DNA synthesis also occurs in the acidified medium,
but evidence suggests that new chromosome initiations may not form during
in vitro acid activation.(105) Inclusion of a complete amino acid supplement in
acidified media resulted in a large increase in protein production,(92,105) a fact
that can now be appreciated since it is known from genome studies that the or-
ganism must be auxotrophic for 11 amino acids.(46) It has also been shown that
C. burnetii will secrete proteins in the acidified media, although these proteins
have not yet been identified.(111)

We have found that, despite the fact that sequence information suggest-
ing purine and pyrimidine biosynthesis pathways exist, nucleosides are trans-
ported and incorporated by C. burnetii organisms.(88) We have also found
that purine nucleosides (inosine, adenosine, thymidine) appear to be actively
transported and concentrated in the cytoplasm, while pyrimidine nucleoside
transport likely relies on passive or facilitated diffusion (Fig. 4).(88) It may
be that, even with the existing purine and pyrimidine biochemical pathways,
C. burnetii prefers to transport available nucleosides from the host cell to con-
serve energy.
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FIGURE 4. Diagram of Coxiella burnetii nucleoside transport. Active transport mechanisms are
represented by (A) and heavy black arrows. Passive transport mechanisms are represented by (P)
and thin gray arrows. Compounds not transported into the cytoplasm of C. burnetii Nine Mile strain
are represented by blocked lines.

13. TRANSFORMATION STUDIES

The ability to stably introduce foreign DNA or manipulate the C. burnetii
chromosome has proven to be a difficult pursuit. A step forward occurred
when an autonomous replication sequence, a possible origin for C. burnetii
DNA replication, was identified.(48) This sequence was utilized as an origin
in a plasmid containing an ampicillin-resistance gene and transformed into
C. burnetii Nine Mile wild-type organisms by electroporation, resulting in the
first transformant of the organism.(49) Other research groups have transformed
C. burnetii Nine Mile strain with a green fluorescence protein,(122) but the
technology is still in its infancy. C. burnetii transformation experiments will
remain difficult due to the limited antibiotics available for selection because
of the number of antibiotics reserved for treatment of chronic Q fever. More
work is required in this area before foreign DNA can be introduced reliably
and remain stable in the organism.

14. Coxiella burnetii OUTBREAKS IN THE MILITARY

For an agent that was discovered in 1938, C. burnetii has played a surprising
role in troop illnesses in the military. There have been thousands of identified
cases of Q fever in the military across the world, ranging from World War II
(WWII) to the first Persian Gulf War.(123) The first documented troop illnesses
caused by Q fever were observed during WWII. It has been estimated that Q
fever in Northern Italy may have accounted for roughly 75% of the cases of
atypical pneumonia in certain army hospitals.(124) It must be stated that most Q
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fever cases during WWII were not identified by serology, but by symptoms.(123)

Balkangrippe, an illness in German troops serving during WWII in Bulgaria,
Italy, Crimea, Greece, Ukraine, Corsica, and Yugoslavia, had symptoms that
are similar or identical to acute infections of Q fever with a mortality rate
of less than 1%.(125) Over 1,000 cases of balkangrippe were documented by
Dr. Dennig, a consultant physician to the German forces, during an epidemic
in 1941.(125) In 1945, the causative agent for some cases of balkangrippe was
positively identified as C. burnetii.(125) From December 1944 to June 1945, 1,700
troops, mostly stationed in Italy, were known to have Q fever.(123,125) In these
cases contact with farm animals was not an absolute requirement.(123) From
1946 to 1956, Greek armed forces continued to have large numbers of troops
hospitalized from Q fever infections.(123) Other smaller outbreaks documented
in military personnel include 66 cases of Q fever occurring in 1948 at an army
recruit training camp in Switzerland,(125) an epidemic in Algeria involving 175
French soldiers,(125) 78 cases of acute Q fever in British troops stationed in
Cyprus between December 1974 through June 1975 (associated with an epi-
demic of spontaneous abortions in goats and sheep),(123) and 2 cases of Q fever
during the Persian Gulf War.(123) In the documented Q fever epidemics involv-
ing the military, the loss of manpower in the involved units ranged from 23 to
77%, which could drastically affect unit efficiency and mission readiness.(125)

While the significantly large outbreaks during WWII were probably caused by
C. burnetii contaminated barns and bedding,(125) Q fever will continue to oc-
cur in military units because of the dust generated by the movement of heavy
machinery and the worldwide distribution of C. burnetii.

15. Coxiella burnetii AS A BIOLOGICAL WEAPON

Biological warfare agents, as defined by the World Health Organization
(WHO), are agents that display the following features: the ability to multiply in
a host over time, infectivity (proportion of exposed population that becomes in-
fected), virulence (relative severity of disease), lethality (ability to cause death
in a population), pathogenicity (capacity to cause disease), and incubation
period (time elapsed between exposure and first signs of infection).(126) C.
burnetii is an attractive agent due to its high infectivity, its remarkable stability
for storage, its stability and retention of infectivity for long periods of time
once released in the environment, no requirement for complicated release
mechanisms, and its capability to be spread by wind. First, C. burnetii is a nat-
urally occurring organism with a worldwide distribution, and unlike anthrax
spores, the SCV cell form can be carried by the wind for miles without fur-
ther modification.(22) It also has the advantage of being able to grow large
amounts of the organism in the proper cell system. It is highly infectious, re-
quiring only 1–10 organisms to initiate an infection in an exposed host.(40)

This infectious dose is lower than other developed biological weapons.(127) A
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commissioned WHO study suggested that if 50 kg of C. burnetii were released
in a 2 km line upwind from a city of 500,000 people, the agent would be able to
travel over 20 km. Further, there would be 125,000 incapacitated people and
150 deaths.(126) Once introduced into a host, it is able to not only replicate and
cause disease, but in some cases can persistently infect the host and cause more
serous diseases such as endocarditis.(13,18) C. burnetii has an incubation period
of 1–3 weeks before classical acute Q fever symptoms appear.(2) C. burnetii can
be lethal, but it will not transmit from person to person, and generally it kills less
than 1% of those exposed (far lower than other agents such as anthrax).(125,126)

C. burnetii is considered an incapacitating agent, and would be useful in spread-
ing panic throughout an exposed population because of its very low infectious
dose. Because so many infections would occur after exposure (despite the fact
that roughly 50% of cases are asymptomatic), psychological consequences af-
ter an attack would probably includeacute stress disorder, posttraumatic stress
disorder, depression, psychiatric disability, disruption of communal routine,
and increased use of public health facilities.(128) The possibility of panic and
psychological disorders would probably increase if C. burnetii were used in com-
bination with a more lethal agent such as anthrax, causing high infections and
a higher death rate.(127)

Several countries, including the United States, began biological weapon
programs during or after WWII. The Japanese studied C. burnetii in their infa-
mous germ warfare program during WWII.(129) C. burnetii was investigated and
stockpiled by the US military as an incapacitating agent.(129) In the early 1950s,
Project Whitecoat was initiated, which used animal models and volunteers
from the Seventh Day Adventist Church to test the infectivity of aerosolized
C. burnetii.(130) These tests included detonating biological munitions in a one
million liter hollow metallic sphere (dubbed the “eight-ball”) to determine the
vulnerability of the volunteers to aerosolized pathogens and to test the efficacy
of vaccines and antibiotic prophylaxis.(129,131) Fortunately, during these tests
no deaths occurred in any of the volunteers.(130) In 1969 and 1970, President
Nixon terminated the offensive biological weapons program by executive or-
der, and all antipersonnel biological warfare stocks were destroyed between
May 1971 and May 1972.(130,131)

Despite the destruction of our biological weapons, some extremist groups
and at least 10 nations are believed to have continued to research and develop
biological agents.(132) Some sources indicate that Russia continued to maintain
a biological weapons program well after it signed the 1972 biological weapons
convention.(127) When Russia finally disbanded its research groups on bioter-
rorism, Libya, Iran, Syria, and North Korea reportedly sought to employ the
Russian scientists to improve their own programs.(132) It was found in 1995 that
the Japanese cult Aum Shinrikyo not only used sarin gas to attack the Tokyo
subway, but was developing Bacillus anthracis, Clostridium botulinum, and C. bur-
netii for potential release.(129,131) C. burnetii will continue to be a concern not
only because of its availability in nature and its infectivity, but because so little
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is understood about its natural occurrence that it might be difficult to discern
the difference between a natural epidemic and a premeditated release.

16. STERILIZATION/DISINFECTION

Historically, C. burnetii has been considered a difficult organism to elimi-
nate. Many of the decontamination procedures used for other biological agents
are unsuccessful in eliminating C. burnetii, presumably because of the SCV, SDC,
and SLP forms. C. burnetii is also the second highest cause of laboratory infec-
tions. The SCV is susceptible to 70% ethanol, 5% chloroform, or 5% Micro-
Chem Plus (National Chemical Laboratories, Philadelphia, PA) when applied
for 30 minutes.(36) Soon after the discovery of C. burnetii in dairy herds and milk
in Southern California, careful thermal inactivation studies were performed to
modify the pasteurization methods and inactivate the organism.(34,133) Based
upon these kill curves, small volumes (1.0 ml) containing liquid suspensions
of the organism are routinely inactivated by heating at 80◦C for 1 hour to
ensure laboratory safety when necessary. Organisms distributed for use as anti-
gens in serological applications are inactivated by exposure to cobalt (gamma)
irradiation.(134) Humidified formaldehyde gas is effective if the contamination
is contained within a room or an area that can be isolated and sealed.(36) Fil-
tration sterilization does not work because of the small size of the SCV form.
When an accidental release occurs, laboratory workers should use precautions
such as HEPA-filtered respirators and disposable garments to prevent inhala-
tion by aerosol. It is extremely difficult to contain or disinfect an environmental
contamination because of factors such as wind and the difficulty of containing
a spill.

17. DETECTION METHODS

Currently, Q fever is diagnosed and C. burnetii are detected by a number
of methods. While some assays look for evidence of infection, others detect
the presence of the C. burnetii organism directly. The type of samples available
often dictates the methods used for analysis. In human and animal infections,
blood is the usual sample taken. However, samples as diverse as heart valves,
liver biopsy, and placental tissue are not uncommon, especially for suspected
cases of chronic Q fever. A variety of assays have been developed in an at-
tempt to diagnose and detect C. burnetii infections in a timely and sensitive
manner.

The current sera diagnostic “gold standard” used for the detection of an in-
fection caused by C. burnetii is indirect fluorescence antibody (IFA) microscopy
analysis.(135,136) An example of a positive IFA is shown in Fig. 5. This assay is
designed to detect a rise in serum antibodies specific to C. burnetii phase I and
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(a)

(b)

FIGURE 5. Indirect fluorescence antibody microscopy of Coxiella burnetii in 1% yolk sac. C. burnetii
homogenized yolk sac was diluted to 1% in PBS pH 7.4 and spotted onto microscope slides. The
slides were acetone-fixed, treated with human primary antibody and goat α-human FITC-labeled
secondary antibody, and examined under (a) 400 and (b) 1,000 magnification using a UV light
source.

phase II antigens. Ideally, in a case of acute Q fever, a rise in antibody titer of
fourfold or more is required for a positive diagnosis. In acute Q fever cases in
humans, the antibody titer against phase II antigen will usually (but not always)
be higher than that against phase I. However, there are factors that must be
taken into account when using IFA as a diagnostic tool for Q fever. These are
(i) when the sample was taken in relation to the onset of symptoms and (ii)
the possibility that the antibodies are from a previous infection with C. burnetii.
As serum antibodies to C. burnetii do not appear until around 10 days postin-
fection, samples taken prior to that time having C. burnetii specific antibodies
may be the result of a prior infection. This question is resolved by defining
the class of antibody present in the sera. An initial infection will present sera
containing IgM class antibodies early in an immune response (10 days after
onset of symptoms), while sera from a previous infection would contain IgG
antibodies.(135) While employed less frequently, other serodiagnostic assays
are also used to diagnose acute Q fever. They include complement fixation,
ELISA, and immunhistochemistry (IHC).(137–139) IHC is especially useful in
confirming chronic Q fever cases from heart valve samples and in placental
infections.(140)

Direct detection of the C. burnetii organism is often more difficult. The
most sensitive, and most commonly used, is the PCR method designed to de-
tect the IS1111 gene of C. burnetii.(141–143) IS1111 is a bacterial insertion se-
quence found on the C. burnetii Nine Mile genome in 21 copies(46) (see Coxiella
burnetii Genome section). This high multiplicity makes the IS1111 DNA frag-
ment an attractive target for the detection of C. burnetii DNA in a sample; how-
ever, there are some applications where using IS1111 probes do not work well
(H.A. Thompson, unpublished data). Typically, DNA extractions from blood,
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tissue, or environmental samples are assayed using this method. It has the ca-
pacity to detect as few as five organisms in a reaction.(142) Traditionally, the PCR
approach has been performed using gel-based analysis, but real-time PCR de-
tection methods using fluorescent probes are being rapidly developed which
have equal or greater sensitivity, while also being faster and less labor-intensive
(H.A. Thompson, unpublished data). In the case of a suspected intentional
release of C. burnetii, the initial samples would represent environmental ma-
terial in which the ability to detect DNA or whole organism would be crucial.
New approaches in processing environmental samples are being undertaken
in a variety of settings and hold promise for heightening our ability to identify
C. burnetii through detecting whole organism or specific DNA markers.

Another method for direct detection is to isolate and culture the organism.
This is not normally done as a means of diagnosis and is usually reserved for
confirmation and strain isolation. While clinical isolates have been successfully
isolated by a tissue culture shell-vial method,(144) the difficulty and relatively
poor success rate of the method makes it impractical for most laboratories. In
addition, isolation of C. burnetii from environmental samples would pose sig-
nificant problems as this method is acutely susceptible to contamination from
environmental flora. An alternative isolation method for C. burnetii is the use of
mice.(145) With its low ID50in rodent models,(76,146) a sample containing as few
as 1–10 C. burnetii will cause an infection in mice.(40) Subsequent amplification
of the organism will occur within the mouse, and isolation of the bacterium
from the spleen is then possible. An advantage in using this method is that pos-
sible nonpathogenic contaminating flora would be eliminated by the mouse
immune system.

18. TREATMENTS OF Q FEVER

As stated previously, Q fever infections manifest as either acute or chronic
disease (see Q Fever section). The treatments of the disease forms are quite
different. Generally, acute Q fever is treated with 200 mg tetracycline (doxy-
cycline) daily for 14 days.(2,147) Tetracyclines and fluoroquinolones are con-
traindicated for pregnant women and children younger than 8 years, and while
erythromycin treatment has proven effective for some Q fever cases,(148,149) oth-
ers have not responded well.(150) The current suggested antibiotic treatment
for pregnant women is co-trimoxazole for the duration of the pregnancy.(151)

Q fever endocarditis is the most common form of chronic Q fever. Treatment
of these chronic cases of Q fever requires a prolonged antibiotic regimen.
Doxycycline and hydroxychloroquine are used in combination for at least
18 months,(152) with 2–3 years a suggested regimen.(20) Cases where this reg-
imen cannot be administered because of patient intolerance are treated for
3 years with a combination of doxycycline and ofloxacin.(153) For Q fever endo-
carditis patients, surgical replacement or repair of the effected valve is usually
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required, in which case it must be performed in conjunction with antibiotic
therapy.(154,155) The concomitant antibiotic treatment is undertaken to prevent
reinfection of the repaired valve.(2,156)

19. VACCINE

The best preventative measure against contracting Q fever is vaccination.
The first vaccine, a formalin-killed and ether-extracted C. burnetii solution in
10% yolk sac, was developed by Smadel in 1948.(157) The current vaccine, Q-
VAX R© (CSL Limited), is a 30 µg dose of formalin-killed C. burnetii Henzerling
strain phase I cellular vaccine licensed, used and produced in Australia.(16,158)

Q fever vaccines are considered experimental in the United States and are not
freely available to the public. The United States Army employs a whole-cell
killed vaccine very similar to the Australian Q-VAX R©. Generally administered
to people in abattoir, laboratory, and agriculture-based occupations, C. burnetii
vaccines could also play a role in protecting soldiers at risk when occupying
regions with histories of high Q fever incidences or biological attacks. Q-VAX R©

is thought to give protection from Q fever for at least 5 years.(158) While nearly
100% effective,(158) the vaccine can have side effects that include subcutaneous
abscesses or lipomata formations in the area of the vaccine injection if peo-
ple have already been exposed to C. burnetii or been vaccinated before.(159,160)

These side effects can mostly be avoided by eliminating patients who test pos-
itive to a skin test or a blood antibody titer. Another vaccine, a chloroform–
methanol residue developed in the late 1970s by Rocky Mountain Labs, has
been tested in human volunteers(161) and at one time was being developed
as an alternative to the whole cell vaccine.(162,163) The current status of the
chloroform–methanol residue vaccine is uncertain. While it may not have the
local reactions that occur with administration of killed cellular vaccines such as
Q-VAX R©, it is unknown if it is as effective in preventing aerosolized C. burnetii
infections in humans.
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Genomic and Proteomic
Approaches Against Q Fever
JAMES E. SAMUEL, LAURA R. HENDRIX, KASI RUSSELL,
and GUOQUAN ZHANG

1. INTRODUCTION

Coxiella burnetii is an obligate intracellular bacterium that causes a world-
wide zoonotic disease, Q fever. The organism is an occupational hazard and can
develop as an acute self-limiting illness or occasionally manifest as a chronic
infection, with poor prognosis of resolution. The organism passively enters
host cells via actin-based cytoskeletal reorganization and replicates in a par-
asitophorus vacuole with markers similar to typical phagolysosomes. Recent
progress with genomic and proteomic technologies provide a variety of new
research opportunities for understanding the molecular pathogenesis of the
agent as well as developing diagnostic and vaccine strategies to respond to
disease outbreaks. Review of host parasite interactions, insights provided by
genomic analysis of the prototype isolate, Nine Mile, and immune response to
infection and protective vaccination are included in this chapter. Additionally,
new opportunities for research are highlighted.

2. DISEASE AND THREAT

Coxiella burnetii, the etiological agent of “Q-fever”, is a category-B bioter-
rorism agent that is highly infective to both humans and livestock. The first
description of the disease was the result of efforts to understand a mysteri-
ous disease outbreak in Australia.(1) Cattle, sheep, and goats are the primary
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reservoirs, but isolates have been obtained from a wide variety of wild ver-
tebrates and arthropods.(2,3) Human infection arises primarily from aerosol
transmission, and C. burnetii can withstand desiccation and remain infectious
in contaminated soils for several years.(4) Ease of dissemination via aerosol, en-
vironmental persistence, and high infectivity (ID50 = 1) make C. burnetii a seri-
ous threat for military personnel and civilians. This agent has been weaponized
and mass-produced under various biological warfare programs.(5–7) The dis-
ease manifestations of C. burnetii infection in humans can be separated into
acute and chronic illnesses. Acute disease commonly presents as flu-like illness
with hallmark cyclic fever and periorbital headache. Pneumonitis and hepatitis
are common complications, but acute disease is almost always self-limiting. Var-
ious antibiotics, including tetracycline, are effective for abrogating acute dis-
ease. Clinically, the illness falls within the group of FUO (fever of unknown ori-
gin) syndromes and is not commonly recognized or diagnosed. In many areas
a high percentage of the population (10–20%) has serological evidence of pre-
vious infection. In contrast, chronic infection is much less common and has a
grim prognosis. Chronic disease most frequently manifests as endocarditis and
hepatitis with recognition of these infections increasing worldwide. Chronic
infections appear to be associated with a suppression of the cell-mediated im-
mune system. Antigen-driven lymphoproliferation and interferon-γ (IFN-γ)
synthesis are down-regulated.(8–10) Elevated expression of IL-10 is associated
with poor disease outcome.(11) Chronic infections have not responded well to
a variety of antibiotic regimens,(12,13) with patients receiving a combination of
doxycycline plus chloroquine administered over 1–2 years showing the best
outcome.(14)

3. HOST–PARASITE INTERACTION

Coxiella burnetii replicate in vacuoles in a variety of fibroblast, epithelial
and macrophage-like cell lines with minimal effects on the host cell. C. burnetii-
infected cells show an up-regulation of transferrin receptor synthesis resulting
in an increase in intracellular iron. The inhibition of C. burnetii replication
by desferrioxamine, an intracellular iron chelator, indicates the pathogen re-
quires iron for growth.(15) Adherence and entry into host cells appears to be a
passive process, as inactivated C. burnetii are endocytosed in a microfilament-
dependent manner at a rate equal to that of viable bacteria.(16) Other than an
increase in the rate of bacterial uptake in the presence of specific antibody,(17)

there is little information available on host cell receptors involved in entry. How-
ever, several studies in THP-1 human monocyte/macrophage cell lines have
described a strategy by virulent C. burnetii to subvert the phagocytic process by
altering the localization of host receptors. Virulent phase I C. burnetii, having an
LPS with a complete O-side chain, were found to bind to THP-1 cells via a com-
plex of leukocyte response integrin (LRI) ανβ3 and integrin-associated protein
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(IAP). However, avirulent phase II organisms, having a truncated LPS, entered
THP-1 cells via complement CR3 receptors.(18) A transient reorganization of
the host cell actin cytoskeleton by virulent but not avirulent C. burnetii stim-
ulated morphological changes, seen as protrusions, in human monocytes.(19)

CR3 was excluded from the actin- and C. burnetii-containing protrusions.(20) In
this system, virulent organisms were taken up poorly, but survived, while avir-
ulent C. burnetii were readily taken up and were killed.(18) In earlier studies,
purified phase I LPS was able to reduce entry of both phase I and phase II
C. burnetii into L cells, possibly through a similar mechanism.(16)

After engulfment, early phagosomes undergo maturation to form an en-
docytic compartment with a pH of approximately 4.8.(21) Coxiella burnetii re-
quire an acidic pH to activate growth and metabolism inside the host cell and
for metabolic activation in vitro.(22–24) They maintain this acidic pH in persis-
tently infected cells.(25) Many studies, using primarily avirulent phase II cells,
have shown that vacuoles in which C. burnetii replicate fuse with lysosomes and
contain lysosomal markers, including acid phosphatase,(21,26,27,28) cathepsin
D,(27) 5′ nucleotidase,(28) vacuolar H+-ATPase,(27) Rab 7,(29) and the lysosomal
glycoproteins LAMP1 and LAMP2.(27) In THP-1 cells, phase I C. burnetii were
taken up poorly but survived in a vacuole that did not contain cathepsin D.
This same study found that phase II C. burnetii were readily taken up but were
killed in phagolysosomes that were cathepsin D-positive. This is the first report
to indicate a difference in the survival of phase I and phase II C. burnetii in any
cell type in vitro.(18)

Coxiella burnetii exist as small and large cell variants (LCV) inside host
cells.(30) Small cell variants (SCV) have a condensed chromatin and a thick cell
wall. LCV resemble typical gram-negative bacteria and are thought to be the
metabolically active form. Both forms are believed to be infectious.(30) Howe
and Mallavia(15) used antibodies to ScvA, a protein present only in SCV(31) to
show that the number of SCV decrease in the first hour following infection
in a J774 mouse macrophage cell line. In an in vitro assay, numbers of SCV
decreased when C. burnetii were incubated at pH 5.5, but not at pH 7 or 4.5.
They also found that viable phase I C. burnetii appeared to fuse with lysosomes
to a lesser extent in the first 6 hours after infection than did dead C. burnetii
or latex beads, as demonstrated by the number of vacuoles colocalizing with
thorium dioxide or acid phosphatase over time. They hypothesized a delay or
lack of fusion allowed the development of the metabolically active LCV.

Coxiella burnetii protein synthesis was shown to be required for the fusion
of early phagosomes to form large parasitophorus vacuoles (LPV), but not for
the acquisition of lysosomal markers. Replication of C. burnetii was also not
required for LPV formation.(32) Rab7, a GTPase that controls transport and
fusion of late endosomes and lysosomes, was required for the formation of
LPV in C. burnetii-infected HeLa cells.(29) Strains of inbred mice have been
shown to differ in their ability to control the development of LPV, and this
ability correlates with the susceptibility of the mice to infection with C. burnetii.
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Strains of mice that were able to control the development of LPV were able to
restrict C. burnetii multiplication.(33) These results may correlate with earlier
findings that showed activated macrophages and secretion of cytokines, includ-
ing INF-γ, are required to control C. burnetii replication in vitro,(17,34) as several
of the susceptible mouse strains have defects in activation of macrophages.
Howe et al.(35) have gone on to show that nitric oxide controls the produc-
tion of LPV in infected L929 mouse fibroblasts following treatment with INF-γ
and tumor necrosis factor-α. Similar results were obtained in primary mouse
macrophages.(36) Brennan et al. demonstrated a role for both oxygen radical
(H2O2 and O-) as well as nitric oxide radicals in control of C. burnetii replication
in INF-γ-treated mouse monocytes/macrophages.(37) The authors also demon-
strated that both radicals are expressed at low levels by unstimulated infected
cells and dramatically affect the replication rate of the pathogen. Finally, this
study showed the role of both stress responsive radical products in vivo using
knockout mice to show enhanced disease in animals lacking genes required to
express these radicals.

4. SECRETION OF VIRULENCE FACTORS

Genomic sequencing has revealed that C. burnetii possess a type IV se-
cretion system similar to its closest relative, Legionella pneumophila.(38) For
Legionella, type IV secretion is required for proper trafficking of the bacterium
in the host cell.(39,40) Several of the genes from the C. burnetii type IV operon
have been shown to complement deletions of homologues in L. pneumophila.(41)

Transcriptional data suggest C. burnetii expresses the type IV operon in infected
cells. It is likely that C. burnetii also use this system to secrete molecules into
the host cell to modify its environment; however, such effector molecules have
not yet been identified.

Three enzymes have been suggested to play a role in intracellular survival
based on their activities in other pathogens. Macrophage infectivity poten-
tiator (Mip), a peptidylprolyl isomerase, was first isolated in Legionella pneu-
mophila through discovery of a mutant attenuated for infection and survival
in macrophages.(42,43) C. burnetii Mip is expressed in three forms from a sin-
gle mRNA species using alternate translational initiation sites. Two smaller
forms (15 and 15.5 kDa) remain in the cytoplasm, while a larger product
(23.5 kDa) is exported to the periplasm and outer membrane via a signal
sequence.(44,45)

Com-1 is a periplasmic and outer membrane protein found to have ho-
mology to the active site of disulfide oxidoreductase enzymes, such as E. coli
DsbA.(46) These enzymes are required by several pathogens for the proper
folding of virulence determinants.(47) The C. burnetii com-1 gene was able to
complement a dsbA mutant and the purified recombinant protein was enzy-
matically active.
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Several pathogens, including Legionella micdadei, have been shown to block
the oxidative burst of phagocytic cells by expressing an acid phosphatase
enzyme.(48) Baca et al.(49) have shown that a partially purified acid phosphatase
from C. burnetii sonic extract blocks production of superoxide anion from
fMetLeuPhe-stimulated neutrophils. Using a series of heteromolybdate com-
plex inhibitors, they showed the C. burnetii phosphatase had a characteristic
pattern of inhibition different from the host cell acid phosphatase.(50) An in-
hibitor of C. burnetii acid phosphatase greatly reduced the percentage of in-
fected L929 cells in a persistently infected cell line.(49)

5. PATHOGENESIS

The obligate intracellular nature of C. burnetii has hindered a definition
of its virulence factors due to the difficulty in generating and testing defined
mutants. Other than the requirement for an LPS with a complete O-side chain
(phase I), which is only weakly pyrogenic, C. burnetii has no obvious virulence
factors. It is a persistent but relatively passive parasite that confers no detectable
disturbance to the growth or viability of the host cell and appears to reside in an
unmodified phagolysosomal vacuole in most cell types. Studies using THP-1
cells and circulating human monocytes, however, have indicated a possible
difference between virulent and avirulent C. burnetii in uptake, trafficking,
and survival. Virulent C. burnetii survive through altered phagosome matura-
tion, but do not replicate well in THP-1 cells and human monocytes. Exoge-
nous IFN-γ added to THP-1 cells induced the killing of virulent C. burnetii,
through the restoration of vacuole maturation, as shown by the acquisition of
cathepsin D.(51) Increased replication of virulent C. burnetii in monocytes oc-
curred with the addition of IL-10, a macrophage-deactivating cytokine. Infected
monocytes from patients having chronic Q fever endocarditis were shown to
overproduce IL-10, allowing for the continued replication of C. burnetii in the
bloodstream.(52)

Acute Q fever has been modeled in animals as fever development in
guinea pigs(53) and as splenomegaly(54) or lethality(55) in mice. As few as 10
virulent organisms of the Nine Mile strain administered intraperitoneally in
guinea pigs caused fever within 5 days. Moos and Hackstadt(56) found that
10 inclusion-forming units (IFU) of an acute disease isolate induced fever in
guinea pigs, but even 106 IFU of a chronic disease isolate could not cause
fever, although infection could be confirmed in both cases by isolation of
organisms from their spleens. Immunocompetent animal hosts have not yet
been able to model chronic disease or endocarditis following C. burnetii infec-
tion. Several mouse models have employed an immunodeficient host to show
enhancement of the severity of disease using acute disease isolates. Athymic
mice were unable to clear C. burnetii from the blood or spleen and developed
chronic disease.(57) Severe combined immunodeficient (SCID) mice infected
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with the Nine Mile phase I acute disease isolate showed persistent symptoms,
severe chronic lesions, and death.(58) Heart lesions were similar to those in
humans with chronic Q fever endocarditis(59) and included focal calcifications
and C. burnetii-containing macrophages.(58) Other experiments to produce
chronic disease in animals relied on methods to create an immunodeficient
host, including the use of steroids,(60) whole-body irradiation,(60) or cyclophos-
phamide treatment.(61) Others have modeled endocarditis using intracardiac
catheters(62) or electrocoaggulation-induced valvular lesions.(63) While these
studies point to the role of the immune system and/or undamaged heart valves
in the prevention of chronic disease due to C. burnetii infection, they do not an-
swer the question of whether certain isolates have differing virulence potentials.

6. ISOLATE DIVERSITY AND VIRULENCE

Coxiella burnetii has been isolated from various sources including ticks, milk
and human cases of acute and chronic Q fever worldwide. Previous studies have
shown that C. burnetii isolates originating from ticks, milk, and human cases of
acute Q fever differ in plasmid type,(64) lipopolysaccharide (LPS) profiles,(65)

and chromosomal DNA restriction endonuclease fragment patterns(66) from
many isolates originating from chronic Q fever patients. The differences at the
phenotypic and molecular levels between acute and chronic disease isolates
suggested that acute or chronic Q fever might be caused by different isolates
of C. burnetii. Studies on several C. burnetii isolates from Europe detected ei-
ther the QpH1 plasmid specific sequences(67,68) or a plasmid type (QpDV)(69)

in both acute and chronic disease isolates, suggesting there was no specific
gene(s) on plasmids responsible for a specific virulence phenotype. This data
supported the notion that chronic disease could result from isolates associated
with acute disease and that host-specific factors may be more important in deter-
mining disease presentation. Antigen structures including LPS and membrane
proteins are considered to play an important role in the development of protec-
tive immunity to infection by C. burnetii. Hackstadt(65) reported the antigenic
variation in LPS of C. burnetii isolates from various sources. To et al. reported
antigenic differences among 18 isolates originating from various sources by
immunoblotting. The genetic and antigenic heterogeneity among C. burnetii
strains suggests Q fever vaccines may need to be developed to protect against
challenge from different antigenic groups. However, Ormsbee et al. demon-
strated phase I whole cell vaccine generated cross-protection against challenge
by various C. burnetii strains in a guinea pig fever model.(71) Recently, study
from our laboratory also indicated that there was complete cross-protection
between Nine Mile phase I and Scurry strain (a chronic disease prototype iso-
late) (K. Russell et al., manuscript in preparation). These studies suggested
that a vaccine containing a single killed phase I organism can provide full
protection against different isolates.
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Coxiella burnetii undergoes a phase variation phenomenon in which viru-
lent phase I (smooth-LPS) convert to an avirulent phase II (rough-LPS) upon
serial passage in a non-immunologically competent host. An early study sug-
gested that phase I whole cell vaccine (WCV-PI) was more protective than
phase II whole cell vaccine (WCV-PII) against virulent phase I challenge in
a guinea pig model.(71) Hackstadt et al.(65) demonstrated that the LPS were
structurally and antigenically varied between phase I and phase II cells, but
the protein components were shared. Since there has been no direct evidence
to demonstrate either phase I LPS or phase I unique protein antigens are in-
volved in the development of protective immunity, it remains unclear why the
protective efficacy is different between WCV-PI and WCV-PII. The only char-
acterized difference between Nine Mile phase I and phase II organisms is LPS
core polysaccharide or O-side chain expression, supporting the hypothesis that
phase I LPS plays a critical role in the development of protective immunity.
Further comparison of immunogenicity between WCV-PI and WCV-PII may
provide important evidence for understanding the fundamental mechanism
of protective immunity.

Since Coxiella infection may cause reproductive disorder, infertility, or
abortion in ruminants, prevention of Coxiella infection in domestic animals has
a high economic impact. But, more importantly, since cattle, sheep, and goats
are considered the main reservoirs for Coxiella infection, controlling Coxiella
infection in these animals could decrease the transmission of the infection to
other domestic animals and humans. Although acute Q fever is a treatable
disease in humans, infection can lead to severe chronic and occasionally fatal
disease. Previous studies indicated that vaccination provided the best way to
control Q fever and Coxiella infection in humans and animals.(73–77) Several
vaccines, including formalin-inactivated phase I or phase II whole cell, attenu-
ated C. burnetii and chloroform:methanol residue (CMR) subunit of Nine Mile
phase I vaccine have been tested in animals and humans.(73,78–80) Formalin-
inactivated WCV-PI was an effective vaccine in protecting against the disease
in humans and animals. However, vaccination with WCV-PI can induce se-
vere local or occasional systemic reactions in previously sensitized individu-
als. Vaccination with WCV-PI required pre-screening of potential vaccinees by
skin tests, serological tests, or in vitro lymphocyte proliferation assays. How-
ever, pre-screening of vaccinees is time-consuming, costly, and may not pre-
vent the development of adverse vaccination reactions. In addition, vaccines
have not completely prevented shedding of C. burnetii into the environment in
animals.

7. ACQUIRED IMMUNITY

Several reports have described the characterization of acquired immunity
to Coxiella infections in animals and humans.(8,81–85) These studies suggested
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that both humoral and cell-mediated immune responses are important for pro-
tection against Coxiella infection, with cell-mediated immunity probably playing
the critical role in eliminating C. burnetii in experimental animals, while specific
antibodies accelerate the process. Early studies indicated that infection and vac-
cination with C. burnetii in animals and humans induced significant antibody
responses against C. burnetii antigens, suggesting humoral immunity plays a
role in the protection of Q fever. Behymer et al.(74) reported the long-term
persistence of agglutinating antibodies in dairy cattle after vaccination with
WCV-PI. Ackland et al.(73) showed that patients with acute Q fever developed
IgM-specific antibodies to phase I and IgM, IgG, IgA and CF antibodies to phase
II antigen, while patients with chronic Q fever have undetectable IgM-specific
antibody to phase I or II and induced high level IgG, IgA and CF antibodies to
both phase I and II antigens. They also indicated that seronegative volunteers
vaccinated with WCV-PI generated dominant IgM antibody response to phase
I and lower IgM and IgG and CF antibodies to phase II antigen, but seroposi-
tive subjects developed IgA- and IgG-specific antibody response to phase I and
CF and IgG class response to phase II. These studies suggested that subclass
antibodies may play an important role in the host immune defense and that
measurement of subclass antibody responses in Q fever patients may be useful
for differential diagnosis of acute and chronic Q fever. Previous studies also
demonstrated that antibody plays a direct role in resistance to C. burnetii infec-
tions. Abinanti and Marmion(86) first reported that mixtures of antibody and
C. burnetii organisms were not infectious in experimental animals, suggesting
that antibody plays a role in the control of Coxiella infection. Peacock et al.
also demonstrated that anti-phase I IgM antibody suppressed the growth of C.
burnetii in mouse spleen when mixed with the suspension of organisms prior to
inoculation. Studies on the efficacy of formalin-killed phase I and II vaccines in
humans and experimental animals demonstrated that antibodies were involved
in the resistance that developed against C. burnetii antigens.(71,87) Several in vitro
studies also indicated that treatment of C. burnetii with immune serum made
the organisms more susceptible to phagocytosis and to destruction by normal
polymorphonuclear leukocytes or macrophages in culture. These studies pro-
vided strong support for the hypothesis that humoral immunity was important
in the development of acquired resistance. Humphres and Hinrichs(81) found
that immune serum could alter the degree of infection within infected mice
and enhance clearance of the rickettsia by the macrophage population of the
host. However, treatment of athymic mice with immune serum 24 hours before
challenge with C. burnetii had no effect on rickettsial multiplication within the
spleens of these T-cell-deficient animals. This study suggested that specific an-
tibodies were able to accelerate the initial interactions of the inductive phase
of the cellular immune response and promote a more rapid development of
activated macrophages to a level that could control C. burnetii replication. On
the other hand, this study provided evidence supporting the notion that cell-
mediated immunity plays a critical role in controlling C. burnetii replication.
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The role of cell-mediated immunity in C. burnetii infection and vaccina-
tion has been studied in animals and humans. Kishimoto et al. showed that
peritoneal macrophages from guinea pigs previously immunized with phase
I antigen were capable of killing phase I C. burnetii in the absence of ho-
mologous immune serum.(84,85) Subsequently, they demonstrated that both
infection and vaccination with C. burnetii developed cell-mediated immune re-
sponses in guinea pigs as determined by the inhibition of macrophage migra-
tion and lymphocyte transformation assays.(57,88) Several studies also indicated
that infection and vaccination with C. burnetii in humans induces the long-
lived ability of peripheral blood lymphocytes to proliferate when cultured with
C. burnetii antigens. These studies demonstrated that cell-mediated immunity
was required for protection against C. burnetii infection. As in other infections
with obligate intracellular pathogens, host defense in Q fever appears to be
dependent on cell-mediated immunity in which specifically activated T cells
enhance the microbicidal machinery of macrophages. Izzo et al. also reported
that T lymphocytes are the major contributor to the cellular immune response
to C. burnetii, as measured by the proliferation of circulating blood lympho-
cytes on antigen challenge.(82) Recent studies have shown that activation of
guinea pig monocytes, THP-1 monocytes, L929 murine fibroblasts, and pri-
mary mouse macrophages with IFN-γ resulted in the inhibition of C. burnetii
replication.(17,34–36,89) In vitro and in vivo studies also demonstrated that IFN-γ
and TNF-α play important roles in the host defense processes leading to the
elimination of C. burnetii.(34,89) IFN-γmediated killing of C. burnetii and death of
infected monocytes were dependent on TNF-α. Thus, cell-mediated immune
response is required for clearance of a C. burnetii infection, and IFN-γ plays a
key role in controlling C. burnetii replication.

8. WHOLE CELL C. burnetii VACCINES

Experimental vaccines prepared from phase I or phase II organisms
have been developed for several decades to prevent the disease in animals
and humans.(73–77) However, one early study demonstrated that formalin-
inactivated phase I C. burnetii was 100 to 300 times more effective than phase
II organisms in guinea pigs in eliciting antibody and protection against chal-
lenge with virulent phase I organisms, with cross-protection among various C.
burnetii strains in vaccinated guinea pigs.(71) WCV-PI has been the most exten-
sively tested vaccine for prevention of Q fever in animals and humans. Previous
studies have demonstrated that WCV-PI was able to induce both humoral and
cell-mediated immune responses to C. burnetii antigens and was effective in
preventing Q fever in animals and humans. Vaccination of domestic animals
with WCV-PI has shown a high level of protection against low fetal weight
and chronic infertility.(76) Biberstein et al. also indicated that vaccination of
dairy cattle with WCV-PI significantly reduced the shedding of C. burnetii in
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the milk,(90) suggesting that vaccination may be a good long-term strategy to
reduce the spread of the organisms in this species. In Europe, a combina-
tion vaccine containing phase II C. burnetii and Chlamydia psittaci has been
marketed to protect cattle and goats against reproductive disorders caused by
these two organisms. However, a report indicated that a Q fever outbreak was
associated with exposure to vaccinated goats and their unpasteurized dairy
products.(91) In addition, this vaccine was suspected of increasing the shed-
ding of C. burnetii in milk for several months when administered to previously
infected animals.(76) These data suggested that phase II vaccine was not able
to effectively prevent the natural infection in animals. Since vaccination of
domestic animals only provided protection in C. burnetii-negative animals and
WCV-PI was not able to completely control the shedding of the organisms in
fluids and birth products, Q fever vaccines are currently not widely used in
domestic animals in most countries.

Vaccine prophylaxis in humans has been restricted to occupationally at-
risk individuals including livestock workers, veterinarians, research laboratory
workers, and personnel of research animal facilities. Several vaccines consist-
ing of either formalin-inactivated phase I or phase II whole cell, attenuated
phase II C. burnetii, or a chloroform:methanol residue (CMR) fraction of Nine
Mile phase I have been developed and tested in humans.(73,78–80) There is no
vaccine licensed for use in the United States. However, individuals at risk can
be vaccinated with an investigational phase I cellular vaccine. Smadel et al. first
reported that a vaccine prepared from the Henzerling strain (isolated from a
soldier in Italy) was highly immunogenic in both guinea pigs and humans.(92)

Subsequently, this vaccine was widely used for laboratory workers. A formalin-
inactivated whole cell C. burnetii vaccine (Q-Vax, Commonwealth Serum Lab-
oratories) produced from phase I Henzerling strain C. burnetii was the only
licensed vaccine for use in Australia in March 1989. Evaluation of the efficacy
of Q-Vax in abattoir workers demonstrated that this vaccine was very effec-
tive in preventing clinical Q fever.(73) Marmion, et al.,(93) reported that among
924 nonimmune abattoir workers in Australia, no Q fever case was diagnosed
within 18 months of vaccination, whereas 34 cases were recorded among 1349
unvaccinated employees. In a later investigation, the same group compared the
incidence of Q fever among vaccinated and unvaccinated abattoir workers.(73)

The results indicated that two cases of Q fever were diagnosed among 2555
employees who received a single subcutaneous dose (30 µg) of Q-Vax, while
55 cases were identified among 1365 unvaccinated employees. Since the two Q
fever cases in vaccinated employees were within a few days of vaccination and
may have represented coincidental natural infection and vaccination, the pro-
tective efficacy of Q-Vax was considered 100%. This study also demonstrated
that the duration of protection was greater than 5 years. These investigations
suggested that Q-Vax provided extraordinary protection against the disease.
However, adverse effects such as erythema or tenderness at the site of vaccine



GENOMIC AND PROTEOMIC APPROACHES AGAINST Q FEVER 219

inoculation was observed in most of the vaccinated individuals, while more
severe adverse reactions including transient headache, shivering, and flu-like
symptoms occurred in 10% to 18% of vaccinated subjects.(93) Several early
studies also demonstrated that vaccination with whole-cell phase I C. burnetii
could result in severe local or systemic adverse reactions, especially when ad-
ministered to previously infected populations, and repeat vaccination could
develop severe persistent reactions. Screening for prior immunity using a skin
test can reduce adverse reactions in vaccinated humans.

An attenuated vaccine that was prepared from M-44 C. burnetii strain in
phase II has been successfully tested on Soviet volunteers and has been pro-
posed for use in humans.(78) However, previous studies with this vaccine in
guinea pigs have indicated that the organisms persisted in the animals for a
long time and caused mild lesions in the heart, spleen, and liver, suggesting
a potential for reactivation of the infection in the vaccinated host. Therefore
this live vaccine was not considered safe for humans.

Subsequently, several different chemical extraction procedures have been
applied for treatment of C. burnetii whole cells vaccines in attempts to develop
a vaccine with good immunogenicity and reduced adverse effects. Kazar et al.
developed a chemovaccine using trichloroacetic acid-extracted antigen from
C. burnetii Nine Mile phase I strain and tested this vaccine in persons who had a
high risk of C. burnetii exposure in Czechoslovakia.(80) The results of this study
indicated that there was a significant antibody response to phase I antigen
in vaccinated persons, but more severe local and systemic reactions occurred
in previously infected individuals. A chloroform:methanol residue (CMR) Q
fever vaccine from phase I Henzerling strain C. burnetii was developed jointly
at the Rocky Mountain Laboratories and US Army Research Institute for Infec-
tious Disease in the late 1970s. Initial testing indicated that CMR did not cause
adverse reactions in mice at doses several times larger than doses of WCV that
caused severe adverse effects.(94) Several studies have demonstrated that CMR
was nontoxic, immunogenic, and protective in mice, guinea pigs, and sheep
and could provoke a delayed hypersensitivity response without persistent gran-
ulomata in previously sensitized guinea pigs. Recent study also showed that
CMR vaccine was immunogenic and gave protection equivalent to Q-Vax in
a nonhuman primate aerosol challenge model.(95) CMR significantly reduced
adverse reactions in the animals tested. However, a safety test of CMR vaccine
in 35 volunteers indicated that CMR at 30 and 60 µg caused a minimal re-
action, while higher doses caused reactions that were qualitatively similar to
the common reactions to 30 µg doses of Q-Vax observed by Marnion and col-
leagues in Australia.(96) Although chemically inactivated C. burnetii vaccines,
either “chemovaccine” or CMR, have shown reduced adverse reactions in vacci-
nated animals, there are still no vaccines that completely eliminate the adverse
reaction. Therefore, efforts are underway to create a safe and effective vaccine
that can be administered to a population without pre-screening.
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9. NEW OPPORTUNITIES WITH GENOMIC AND
PROTEOMIC APPROACHES

9.1. Genomic Comparison of Isolate Groups

The breadth of knowledge concerning this organism was fundamentally
changed with the elucidation of the Nine Mile genome. Because of its obligate
intracellular nature, the generation of specific mutations has not been possible.
Understanding the role in pathogenesis or other processes for specific genetic
loci has been very limited. The most productive approach, prior to genomics,
was to characterize specific genes by cloning into a surrogate expression system
(Escherichia coli) and evaluating the phenotype. But these results are generally
indirect and based on the homologous gene function in genetically tractable
organism(s). Genomics provides a systematic approach via in silico screening.
One of the immediate applications of this approach will be the elucidation
of selected isolate genomes to compare with the Nine Mile prototype. Studies
comparing various isolates suggest significant phylogenetic diversity among iso-
lates. Some phenotypic differences have been reported for isolates. These iso-
lates currently represent an immediately available genetic diversity with which
to understand important issues such as virulence determinants. Therefore, it
is likely that comparative genomic sequences will identify loci that may be re-
sponsible for selected phenotypes. Additionally, comparative genomics will also
allow the development of a model for evolutionary diversity for this pathogen.
C. burnetii are likely confined to an intracellular replication niche that does
not allow co-mingling with DNA from other organisms, except perhaps the
host. Therefore, genetic diversity to allow for evolutionary adaptation may be
provided primarily from the host. An example of such acquisition may be the
histone-like protein (Hq1) described by Heinzen et al.(97) This gene has no
close homologues among eubacterium and may have originated through hori-
zontal transfer from a eukaryotic host. Comparative genomics may also provide
clues to the requirement for open reading frames (orfs) for which the annota-
tion has not identified a functional homologue. Comparison between isolates
for this large group of predicted orfs might identify genes that have been lost
or frame-shifted, implying that they do not encode important functions.

9.2. Development of New-Generation Vaccines

A new generation vaccine for Q fever will be required to confer protec-
tion against infection and also have the ability to be administered without
prior screening for immunity. To overcome the problem of current vaccines,
a few efforts have attempted to develop a subunit protein vaccine. Williams
and co-workers demonstrated that a 29 kDa protein, P1, purified from phase
I Nine Mile strain C. burnetii, could confer protection from a lethal challenge
in mice.(98) Zhang et al. demonstrated that a partially purified 67 kDa antigen
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from C. burnetii could confer full protection in both guinea pigs and mice.(70)

These studies suggested that subunit protein vaccines could provide protec-
tion against C. burnetii infection. However, since these two proteins were not
cloned and are not well characterized, no single protective protein has been
confirmed to deliver protection. Our studies have initially focused on identifi-
cation and characterization of immunogenic proteins as defined by strong
reactivity with infection-derived serum. Four candidate antigens, including
Com1, P1, Cb-Mip, and P28, have been previously cloned and characterized by
our group.(44,46,54,99) The protective efficacies of these recombinant proteins
were tested in a sublethal challenge BALB/c mouse model using protection
from the development of severe splenomegally as an indicator of vaccinogenic
activity.(100) However, the results indicated that the selected recombinant pro-
teins did not individually confer significant protection against infection in this
model. These results suggested that other unidentified antigens or multiple re-
combinant proteins and/or an appropriate delivery system would be required
for development of protective immunity. New approaches facilitated by pro-
teomics may be important in characterizing the critical protective epitopes
encoded by C. burnetii. Libraries of the complete set of orfs cloned into ex-
pression vectors will allow expression of each orf and subsequent evaluation of
vaccinogenic activity. Alternately, generation of a clone of each orf in a DNA
vaccine expression vector will allow testing in either pooled groups of orf clones
or single clones for protection in new and more sensitive experimental animal
infection models.
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Rickettsia rickettsii and Other
Members of the Spotted Fever
Group as Potential Bioweapons
DONALD H. BOUYER and DAVID H. WALKER

1. INTRODUCTION

Since the anthrax attacks in the fall of 2001, there has been an increase in
the level of anxiety felt throughout society in general about the use of biological
agents as weapons. Although much of the nation’s and the world’s attention has
been focused upon anthrax, botulinum toxin, and Ebola as weapons,(1) there
are other microbes that also pose a significant threat due to their potential as
bioweapons. Characteristics that are shared by each of these organisms are that
they are easily obtainable in nature, difficult to detect, and highly infectious at
a low dose, can be easily transmitted by aerosol, and have a short incubation
period. One frequently overlooked genus of bacteria that fulfills these criteria
and also poses a significant threat is the Rickettsia. Members of this genus, such
as Rickettsia rickettsii, a spotted fever group (SFG) rickettsia, have long been
recognized as inherently dangerous with many reports of accidental infections
and even deaths because of inhalational transmission to scientists who have
worked with these organisms.(2−5)Rickettsia prowazekii, a member of the typhus
group, not only occurs in periodic outbreaks,(6,7) but also has the infamous
history of having been developed as a bioweapon by both the Japanese Army
during World War II and the former Soviet Union.(8,9) Because of its history
and reputation, many scientists suspect that R. prowazekii is the most probable
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Rickettsia to be utilized as a bioweapon. There is also a substantial possibility
that R. rickettsii or another member of the SFG would be utilized and that
we should also prepare for that scenario. R. rickettsii is the most pathogenic
rickettsia, and other pathogenic members of the SFG are formidable in
their own right and could have a potential devastating effect if loosed
upon an unsuspecting society and an unprepared medical and public health
system.

2. SFG RICKETTSIAE WITH BIOWEAPON POTENTIAL

One of the misconceptions accepted by the general public when consid-
ering the “bioweapon potential” is that the microbial agent will cause mass
numbers of deaths. While that is a real concern, one should not overlook the
“terror impact” of a potential agent. The effectiveness of a bioweapon can be
also measured in its impact upon altering or inhibiting the daily routines of
a community. For example, if clusters of patients with general symptoms of
fever, headache, and myalgia begin to appear in clinics or hospitals a few days
after the aerosol release from a small airplane, not only would emergency ser-
vices be overwhelmed, but media coverage would also launch the populace
into panic. If the disease is difficult to diagnose rapidly and it causes a range
of clinical severity from life threatening to temporarily incapacitating, one
could easily imagine the chaos that would ensue. The above scenario could
easily be caused through the utilization of any of the pathogenic members
of the SFG (Table I). The pathogenic members of the SFG are R . rickettsii,
R . conorii, R . australis, R . akari, R . africae/R . parkeri, R . japonica, R . honei, and
R . sibirica.(10) The members of this group have world-wide distribution with
continuous reporting of new endemic areas.(11) The most devastating disease
caused by a Rickettsia is Rocky Mountain spotted fever (RMSF). In the pre-
antibiotic era, case fatality rates were 23%, with 80% fatalities in some regions
and outbreaks.(10) Its case fatality rate is similar to that of bubonic plague and
tularemia and greater than that of Lassa fever and Rift Valley fever, which are
Category A agents. In nature it is transmitted through the bite of Dermacentor
varabilis, D. andersoni, Rhipicephalus sanguineus, or Amblyomma cajennense ticks.
Rickettsia conorii causes boutonneuse or Mediterranean spotted fever (MSF)
and is transmitted by Rhipicephalus sanguineus ticks and has a case-fatality rate
of 1–5%.(10) Rickettsial diseases caused by R . australis (Queensland tick ty-
phus), R . honei (Flinders Island spotted fever), R . akari (rickettsialpox), R .
africae (African tick bite fever), and R . japonica ( Japanese spotted fever) are
less severe than that of RMSF.(10) As stated previously, these less severe rick-
ettsial diseases are still of importance because an outbreak would temporarily
overwhelm the health care system and inhibit the normal daily activities of
society.



POTENTIAL BIOWEAPONS 229

TABLE I
Pathogenic Members of the Spotted Fever Group of Rickettsiae

Organism Vector(s) Distribution

Rickettsia rickettsii Dermacentor andersoni, The Americas
Dermacentor varabilis,
Rhipicephalus sanguineus,
Amblyomma cajennense

R . africae/R . parkeri Amblyomma species Africa, the Americas

R . akari Liponysossides sanguineus Northern Hemisphere temperate zones

R . australis Ixodes holocyclus Australia

R . conorii Rhipicephalus sanguineus Mediterranean, sub-Saharan Africa, India

R . japonica Presumably Haemaphysalis Asia

flava, Dermacentor taiwanensis
R . honei Aponomma hydrosauri Australia, Asia

R . sibirica Dermacentor, Haemaphysalis, Asia, Eastern Russia
and Hyalomma species

3. FEASIBILITY OF OBTAINING, PROPAGATING, STABLIZING,
AND WEAPONIZING SFG RICKETTSIAE

Scientists tend to believe that in order to create a weapon, the newest
and most recent technology is required. Among legitimate scientists, select
agent research is regulated by myriad rules and governing bodies. However, in
order to protect society against future threats, we will need to understand the
mindset of terrorists, evaluate all possibilities, and recognize what work could
be accomplished in a basement, garage, or warehouse laboratory.

If one takes a critical analysis of the requirements as set forth by CDC
and NIH for an organism to be considered as a potential bioterror weapon,
it is easy to see how R . rickettsii could be converted into a weapon. First, let
us examine the feasibility of obtaining the etiologic rickettsia. One method
to obtain a SFG rickettsia would be to criminally obtain it from an existing
source. However, most laboratories that conduct research on SFG rickettsiae
are heavily regulated, and their stocks are secured and constantly monitored
by authorities. Another potential source is economically desperate scientists
engaged in bioweapons research in the former Soviet Union. Biopreparat was
engaged in research on R . prowazekii, and joint efforts are underway to secure
these agents.(12) Another scenario would involve collecting a large number of
ticks from an endemic region and isolating rickettsiae in guinea pigs, cell cul-
ture, or embryonated eggs. All the potential terrorist would need for this is a
tub to hold the animals or an incubator for eggs or flasks of cells. This level of
laboratory safety is in stark contrast to what is done in laboratories in developed
countries. The cumulative result of incidents involving laboratory exposure is
that all present-day rickettsial research must be conducted in a biosafety level 3
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laboratory that adheres to strict safety procedures to prevent aerosol-
transmitted infections.(1) In order to combat self-infections by aerosolized rick-
ettsiae, the terrorist could self-medicate with tetracycline.

The drawback to such an approach is that because highly virulent strains
of RMSF kill their tick hosts, the overall tick infection rate is less than 0.1%,
making collection of thousands of ticks likely to be necessary for isolation
of R . rickettsii.(13−15) Niebylski and others reported that 94% of infected
D. andersoni larvae died before molting into the nymphal stage of develop-
ment.(15) Nymphs that acquired R . rickettsii during feeding fared slightly bet-
ter with only 35% of the ticks dying before molting into the adult stage. Vertical
transmission of rickettsiae from the mother tick was only observed in 39% of
the offspring.(15) Although the tick lethality property may limit the incidence
of RMSF in nature, R . rickettsii isolations from ticks are regularly achievable.

One aspect of potential RMSF and SFG rickettsial ecology that has been
neglected is whether SFG rickettsiae have the ability to exist in a stable, extra-
cellular, dormant form in arthropod feces. R . prowazekii has such a dormant
form and has been observed in louse feces, and R . typhi in flea feces,(16) and it
stands to reason that a similar ability could be shared by rickettsiae of the SFG.
This hypothesis needs to be further investigated.

Once the starting material is obtained, the next step would be to
propagate sufficient amounts of the organism to be utilized in an attack.
The primary methods to multiply the rickettsial agent would be to use either
embryonated eggs or cell culture. All that the potential bioterrorist would
need to successfully propagate a rickettsial agent is a cell culture hood to
prevent contamination of their cultures and an incubator. For growth in
embryonated eggs, only an incubator would suffice.

Since all Rickettsia species are obligately intracellular organisms, the bioter-
rorist would need a method to stabilize the agent.(1) A stable form can be
accomplished by lyophilization of the cultures. This material could then be
milled to particles between 1–5 µm diameter. Particles of such a small size
travel deep into the pulmonary alveoli and are retained in the lungs.(17) To
complete the weaponization process, the agent could be treated chemically to
prevent clumping by electrostatic forces.

4. METHODS OF DISPERSAL

The weaponized R . rickettsii could now be placed in a mechanism for
aerosol dispersal, such as a crop duster sprayer, and dispersed over a location
by plane or dispersed in a semi-enclosed space, such as a subway or in the air
conditioning ducts of a building, where it could be spread by the environmental
circulation of air.

Once in aerosol form, a person would only need to inhale a few organisms
for the disease to occur.(3,4) Aerosol studies where target animals were exposed
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TABLE II
Comparison of the Infectivity of SFG Rickettsiae and Other Bacterial Select Agents

Infectious dose Incubation
Bacteria by aerosol period Transmission routes

Bacillus anthracis 8,000–50,000 2–45 days Aerosol
organisms

Burkholderia mallei Unknown (apparently
low)

1–14 days Aerosol, direct contact
with nasal secretion of
infected equines

Coxiella burnetii 10 organisms 2–3 weeks Aerosol, direct contact
infected animals

Francisella tularensis 5–10 organisms
(106–108 by ingestion)

1–14 days depending
on route of
transmission

Aerosol, handling of
infected animals

Yersinia pestis 100 organisms 2–6 days Aerosol

Rickettsia rickettsii and
pathogenic members
of the SFG

<10 organisms 3–14 days Aerosol

to various doses of R . rickettsii show that as few as 0.8 rickettsia are required
to cause disease in guinea pigs(18) and 1.5 yolk sac LD50 can infect rhesus
and cynomolgus monkeys.(19,20) Male guinea pigs were exposed via different
routes (aerosol, nasal, conjunctival, gastric, and subcutaneous) to dilutions
of R . rickettsii and monitored for clinical signs of infection. All animals that
inhaled at least 80 organisms by aerosol became ill with a mortality rate of 75%,
and 25% of animals that received a dose that was calculated as 0.8 rickettsia
became ill.(18) Saslaw and Carlise observed in their nonhuman primate aerosol-
model that 93% (56 of 60) of the animals developed clinical signs of RMSF
and 75% of the monkeys that had clinical infection died within 7–24 days
post-exposure.(19) The animals became febrile 5–7 days after exposure with
the appearance of other symptoms such as rash, lethargy, and anorexia 1–2
days after onset of fever.(19) The quantity of rickettsiae needed for infection by
aerosol is comparable to that of other potential biological weapons (Table II).

5. PATHOGENESIS OF AEROSOL TRANSMISSION

Numerous studies of accidental laboratory infections and experimental
animal studies provide a detailed analysis of the pathology of RMSF transmitted
by aerosol.(2−4,18−20) All of the studies found that RMSF infections acquired by
aerosol could not be distinguished from naturally occurring infections. Labora-
tory workers who were infected by aerosol had fever, chills, myalgia, headache,
and rash on their extremities.(2,3)In the study by Pike,(4)the number of



232 DONALD H. BOUYER and DAVID H. WALKER

laboratory infections with R . rickettsii attributed to aerosols (217) was greater
than that of parenteral (45 cases) or animal/ectoparasite exposure (66).

Aerosol-infected monkeys developed(19,20) typical lesions with perivascular
infiltration of lymphocytes.

6. AVAILABLE METHODS FOR DIAGNOSIS, TREATMENT,
AND PREVENTION

It is easy to envision difficulties in diagnosis arising from the utilization
of SFG rickettsiae in a bioterrorist attack. Rickettsioses are notoriously diffi-
cult to diagnose and are under- and misdiagnosed even under normal clinical
situations.(21−23)It is not difficult to imagine that during an attack out of the
tick season with patients presenting nonspecific systemic symptoms, a rickettsial
disease would very likely not be considered even by physicians convinced of
a bioterror attack. Anthrax or one of the hemorrhagic fever viruses would be
more likely to be included in the differential diagnosis.

Another problem in the diagnosis of rickettsial diseases is that there is cur-
rently no widely available test that is reliably diagnostic during the acute stage
of the diseases. For the diagnosis of rickettsial diseases, most clinical laborato-
ries use the immunofluorescence assay (IFA), which is considered the “gold
standard” for the detection of antibodies to rickettsiae.(24) The advantage of
the IFA is that the antigen contains all the rickettsial conformational proteins
and group-shared lipopolysaccharide antigens. Current recommendations are
that a diagnostic titer for RMSF is ≥64, or for a more confident laboratory con-
firmation a four-fold change between paired acute and convalescent serum
specimens is required.(24,25) Other serologic tests that could be used for diag-
nosis are the indirect immunoperoxidase assay, Western immunoblotting, and
enzyme immunoassays (EIA).(26−29) The problem with these serological assays
is that antibodies to most SFG rickettsiae are not detected until the second
week of illness, considerably after appropriate therapeutic decisions should
have been made.(24) Currently, the best method for diagnosis of acute rick-
ettsial infections is PCR amplification of selected rickettsial genes such as the
17-kDa lipoprotein gene, citrate synthase, 16S rRNA (rrs), ompA, and ompB.(24)

Unfortunately, there are only a few laboratories in the United States that per-
form molecular diagnosis of rickettsioses on a regular basis. There is also a lack
of commercially available kits for rickettsial molecular diagnostics.

In the case of rickettsial diseases, doxycycline or another tetracycline is the
recommended treatment of choice, with chloramphenicol as the alternative
drug. However, there are reports of rickettsiae being rendered resistant to
antibiotics by experimental or naturally occurring means.(9,30) With the real
possibility of an antibiotic-resistant rickettsia being used in a bioterrorist attack,
it is imperative that the development and evaluation of new antirickettsial drugs
be emphasized by the scientific community.
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There have been previous attempts to develop effective vaccines against
RMSF.(20,31,32)Although the vaccines developed had some success in experi-
mental settings, all were discontinued because of the occurrence of laboratory-
acquired infections in vaccinated individuals.(3,34)

7. NEEDED COUNTERMEASURES

It is our opinion that we are woefully underprepared for a bioterrorist
attack using R . rickettsii or any other member of the spotted fever group. We
lack a widely available diagnostic test for rickettsioses that is effective during
the acute stage of illness. There has been little development of therapeutics for
tetracycline- and/or chloramphenicol-resistant rickettsiae; and no new vaccine
has replaced the old vaccine that was withdrawn from the market.

Although there is reason for concern, we should acknowledge the recent
advances in the field of rickettsiology that would allow us to rapidly address
the biothreat of SFG rickettsiae. First, there have been two significant advances
utilizing proteomics and real-time PCR to improve point-of care (POC) diag-
nostics for acute-stage rickettsial diseases. La Scola and Raoult(34) developed
an antigen capture assay for detection of R . conorii in circulating endothe-
lial cells. In this method, infected endothelial cells are “captured” using mag-
netic beads coated with monoclonal antibodies against a human endothelial
cell surface antigen and stained for the presence of intracellular rickettsiae
using immunofluorescence. This method has a sensitivity of 50% and a speci-
ficity of 94%.(34) Labruna and others recently developed a real-time PCR assay
for the quantification of Rickettsia species in ticks that can detect 1 copy of
R . rickettsii.(35) This assay has been shown to detect both spotted fever and the
typhus group rickettsiae. There are also ongoing efforts to develop proteomic
assays to detect and enhance the signal from rickettsia-specific protein anti-
gens and to define the “biosignature” of the human innate immune response
to rickettsial infections. All of the aforementioned tests focus on the acute stage
of the disease in order to allow clinicians to begin effective treatment in a more
expedited fashion than normally occurs.

There has also been an increased effort to develop improved vaccines
by focusing on subunit vaccines instead of the whole organism approach of
yesterday.(36,37)Experimental vaccines were developed using epitopes of outer
membrane protein A and outer membrane protein B to stimulate protec-
tive immunity against R . conorii. A multivalent vaccine combination of DNA
encoding the protective epitopes and booster immunization with its corre-
sponding recombinant proteins provided protection against a lethal challenge
with R . conorii. These antigens could potentially be components of an im-
proved human vaccine. There are also efforts underway to utilize microar-
ray technology and the ever-growing number of sequenced Rickettsia species
genomes not only to identify new vaccine candidates, but also to evaluate the
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mechanisms of rickettsial pathogenesis and to identify targets for therapeutic
intervention.

In the current geopolitical climate, there is an increased possibility of
attacks upon society using biological agents. It would be foolhardy to prepare
only for 2–3 agents due to their notoriety especially when there are reports that
many organisms have been weaponized throughout history. R . rickettsii and the
other members of the spotted fever group are some of the organisms that fall
in the true threat category. They are easy to obtain, weaponize, and use. It will
be only through intense and continued research efforts to develop improved
diagnostics, treatments, and vaccines that society can brace itself against attack.
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