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Human-induced global ocean warming
on multidecadal timescales
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Large-scale increases in upper-ocean temperatures are ev-
ident in observational records'. Several studies have used
well-established detection and attribution methods to demon-
strate that the observed basin-scale temperature changes
are consistent with model responses to anthropogenic forc-
ing and inconsistent with model-based estimates of natural
variability?>. These studies relied on a single observational
data set and employed results from only one or two mod-
els. Recent identification of systematic instrumental biases®
in expendable bathythermograph data has led to improved
estimates of ocean temperature variability and trends’® and
provide motivation to revisit earlier detection and attribution
studies. We examine the causes of ocean warming using these
improved observational estimates, together with results from
a large multimodel archive of externally forced and unforced
simulations. The time evolution of upper ocean temperature
changes in the newer observational estimates is similar to
that of the multimodel average of simulations that include the
effects of volcanic eruptions. Our detection and attribution
analysis systematically examines the sensitivity of results to
a variety of model and data-processing choices. When global
mean changes are included, we consistently obtain a positive
identification (at the 1% significance level) of an anthropogenic
fingerprint in observed upper-ocean temperature changes,
thereby substantially strengthening existing detection and
attribution evidence.

We examine volume average temperature anomalies (AT) for
the upper 700 m of the global ocean (see Methods). Figure la
compares uncorrected observational AT estimates ISH-UNCOR
(ref. 10) and LEV-UNCOR (ref. 11) with improved versions,
ISH (ref. 8) and LEV (ref. 9), which incorporate corrections for
expendable bathythermograph (XBT) biases. The bias-corrected
temperature analysis’ from a third group (DOM) is also shown.
Bias corrections have a substantial impact on the time evolution
of AT, particularly during the 1970s-1980s, when they markedly
reduce spurious decadal variability.

As shown below, these bias adjustments have important
implications for detection and attribution (D&A) studies. Although
there are no significant differences between the AT trends (which
range from 0.022 to 0.028 °C per decade) in the three improved
observational data sets, Fig. 1a illustrates that substantial structural
uncertainties remain. The impact of different XBT bias corrections
is a major source of this uncertainty'?.

Another important component of observational uncertainty
relates to the sparseness of ocean temperature measurements and
to the different methods used to objectively infill data where
and when measurements are not available’*™"®. ISH and LEV use
objective mapping techniques to carry out infilling, generating
anomalies that are biased towards zero in data-sparse regions.
The infilling method of DOM employs statistics of observed
ocean variability estimated from altimeter data. We compare the
spatially complete infilled estimates (ATy) with subsampled AT
data (ATss) restricted to available in situ measurements (see
Methods). Not surprisingly, the ATgss variability in Fig. 1b is
greater than that of ATy, particularly at the times/locations of the
sparsest sampling (early in the record and in the southern oceans;
Supplementary Fig. S1).

We use results from phase 3 of the Coupled Model Intercom-
parison Project (CMIP3; see Methods and Supplementary Informa-
tion) to obtain information on the behaviour of AT in unforced
(control) simulations and in externally forced twentieth-century
runs (20CEN). External forcing is by a variety of anthropogenic
factors (primarily greenhouse gases and sulphate aerosols). In some
models, the applied forcing also includes natural changes in volcanic
aerosols and solar irradiance. The seven CMIP3 models (with the
data required for our analysis) incorporating the effects of volcanic
eruptions (VOL) in the 20CEN simulations uptake less heat than
the six that do not (NoV)*®.

Accounting for residual simulation drift (see Methods), the
multimodel VOL global mean AT time series are within the spread
of observational estimates over the entire observational record,
whereas the warming in the NoV multimodel average is larger than
observed in the most recent decades (Fig. 1c). Twenty-first-century
AT changes in CMIP3 future projections are also shown'’, and are
based on the SRES A1B scenario from the Intergovernmental Panel
on Climate Change Special Report on Emissions Scenarios (SRES).
The small discontinuity between the 20CEN and SRES A1B results
arises because fewer simulations are available for the scenario runs
and forcing discontinuities are known to exist in some simulations'®
(see Supplementary Information). Note that inclusion of volcanic
forcing increases the simulated variability”!>!.

Figure 2 shows linear trends over 1960-1999 in observed and
simulated ATss and ATy data. Results are for global averages
and each of the six ocean basins. Observed ATy trends are
generally smaller than their ATss counterparts, probably because
the ATy results are biased low in data-sparse regions. Note
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Figure 1| Global mean AT (0-700 m) with respect to a 1957-1990
climatology. a, Estimates of Domingues et al.” (DOM), Ishii et al.® (ISH)
and Levitus et al.? (LEV), all of which have been corrected for XBT biases.
Earlier (uncorrected) estimates of Ishii et al.'® (ISH-UNCOR) and

Levitus et al.™ (LEV-UNCOR) are also shown. b, ISH and LEV ATj¢ (solid
lines) and ATss (dotted lines) results. €, Recent observed AT estimates
compared with the CMIP3 20CEN MMR for the subsets of models
including VOL and NoV. MMR results are also shown for the CMIP3 SRES
A1B scenarios, constructed from the same VOL and NoV subsets defined
by the 20CEN models. The SRES A1B results include fewer model
simulations than were available in the 20CEN MMRs. All time series are
computed from spatially complete data, except the dotted lines in b. For
visual display purposes only, all observational data are five-year

running averages.

that in both models and observations, the Atlantic warming is
larger than in the Pacific.

The 20CEN multimodel response (MMR) trends are more
sensitive to the inclusion or neglect of volcanic forcing than to
the use of spatially complete or subsampled data (Fig.2). In
most cases, the NoV ATss and ATy trends are larger than the
corresponding observed estimates, whereas the VOL model results
are bounded by the observational data. Recent evidence suggests
that the century-scale AT changes in the VOL simulations may be
biased low as a result of the neglect of pre-Krakatoa eruptions®, but
this will have little impact on the spatial structure of our normalized
fingerprint (see below).

Before conducting our D&A analysis, it is important to verify
that the models used here do not systematically underestimate
natural variability, particularly on decadal timescales relevant to
the detection of a slowly evolving ocean-warming signal. Such
comparisons are hampered by the relatively short length of existing
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Figure 2 | Observed and simulated least-squares linear trends in AT over
1960-1999. Results are for global mean AT and for AT in six individual
ocean basins. CMIP3 20CEN MMRs are based on different choices of
applied external forcings (black bars for NoV, grey bars for VOL) and data
coverage (spatially complete model data as solid bars; subsampled model
data as checkered bars). Observations include infilled (solid lines) and
subsampled (dashed lines) estimates for both Ishii et al.® and

Levitus et al.®. Domingues et al.” estimates are available only for the infilled
case. North Atlantic, NAtl; South Atlantic, SAtl; North Pacific, NPac; South
Pacific, SPac; North Indian, NInd; South Indian; Sind.

observational AT estimates. Similar comparisons with longer
observational sea surface temperature records®' show no evidence
that CMIP3 models systematically underestimate observed sea
surface temperature variability on 5-20-year timescales.

Here, we use the variability metrics Ss and S, to compare the
combined spatiotemporal variability of simulated and observed
five- and ten-year trends, respectively. This is done separately
for ATss and ATpe. For each ocean basin (and for the global
mean), non-overlapping L-year trends in the AT time series,
where L is length in time, are pooled together and the standard
deviation is computed from the pooled samples (see Methods).
For ten-year trends over 1960-1999, for example, there are 28
samples (four non-overlapping ten-year trends x seven regions).
Because volcanic eruptions contribute to multiyear variability”!'>!?,
the 20CEN VOL simulations (rather than the control runs) are
the most appropriate integrations for comparing the amplitude of
simulated and observed spatiotemporal variability.

With infilled observations and spatially complete model results,
there is no evidence that the CMIP3 VOL models systematically
underestimate the spatiotemporal variability of ten-year trends
(Fig. 3a). The S;p result averaged for the three observations
(AVGOBS) is virtually identical to the average of the individual S;,
statistics from the VOL models.

As expected, the spatiotemporal variability of both models and
observations is systematically larger in A Tss (Fig. 3b). The observed
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Figure 3 | Observed and simulated variability metrics Ss and S1o, which
provide information on the combined spatiotemporal variability of five-
and ten-year AT trends, respectively. For details of the calculation of Sg
and Sy, refer to the Methods section. a, Results for infilled observations
and model data. b, Results for subsampled observations and models (using
a space-time mask of observed data coverage). Individual observed Ss and
S1o estimates are identified as coloured squares (filled for 19960-1999, open
for 1970-1999). The average of the variability statistics from the three
individual observational data sets (AVGOBS) is also shown. All model
results are for a 1960-1999 analysis period. Model S5 and S values from
individual VOL model simulations are shown as small coloured circles. The
VOL model average of the S5 and Sy results is denoted by a solid black
circle. Where more than one realization of the 20CEN experiment is
available for an individual model, these realizations are averaged together
before averaging across models. Dashed lines intersect at the average of
the observed variability estimates (for the 1970-1999 analysis period).

S5 and S, variability estimates are sensitive to the choice of analysis
period. Over 1960-1999, LEV and ISH show substantial variability
differences, both for Ss and Sy¢. For the period 1970-1999, however,
values of the variability metrics are very similar in LEV and
ISH, which reflects the fact that the two groups rely on very
similar raw data. The larger differences (LEV versus ISH) over the

longer analysis period are probably related to an observing system
transformation in the late 1960s from predominantly mechanical
bathythermographs (0.5 °C accuracy and 250 m maximum depth)
to XBTs (0.1 °C accuracy, with maximum depths of 460-760 m),
with XBTs in widespread use by 1970 (Supplementary Fig. S2). The
lower geospatial data distribution in the 1960s, both horizontally
and with depth, allows for more deviation in AT due to differences
in the analyses (for example, quality control, bias corrections,
gridding) employed by LEV and ISH. The S,, results suggest that on
decadal timescales, the CMIP3 VOL models may underestimate the
(poorly constrained) observed spatiotemporal variability of A Tss by
25-28% (depending on the choice of analysis period). We consider
below whether noise errors of this magnitude affect our ability to
identify an anthropogenic fingerprint in observations.

Previous D&A studies involving AT relied on space—time de-
tection methods®~. Such approaches combine spatial and temporal
information into a single vector. We apply a standard pattern-based
method??, which treats spatial and temporal aspects of the AT
detection problem separately, and facilitates comparison of sim-
ulated and observed basin-scale patterns of temperature change.
This method has been successfully employed in the identification
of anthropogenic effects on atmospheric temperature, tropopause
height and water vapour?®.

We use the first empirical orthogonal function (EOF) of the
20CEN MMR to estimate the simulated spatial pattern of response
(the fingerprint) to external forcings (Fig. 4a). The fingerprint was
estimated over the period 1960-1999. The spatial structure of
the (normalized) fingerprint is relatively insensitive to the choice
of analysis period (see Methods). In the VOL and NoV MMRs
(and in each of the three observed AT data sets), the leading
EOF primarily captures the pronounced change in mean state
and exhibits warming in all ocean basins, with consistently larger
warming in the Atlantic than in the Pacific (Fig. 2). The model
fingerprints are more similar to the leading EOF of DOM AT than
to the leading EOF of the other two observational estimates.

Multimodel noise estimates are obtained by pooling the
preindustrial control runs of individual VOL and NoV models (see
Methods and Supplementary Fig. S3). In contrast to the model
fingerprints, the leading EOF derived from the pooled control runs
does not have the same sign in all basins (Fig. 4b). The pooled
VOL and NoV control runs show differences in the structure of
the leading noise mode. Because the control runs do not include
time-varying external forcings, these differences must be the result
of structural differences in the models (for example, in model
physics, resolution and parameterizations).

Our aim is to search for time-increasing correspondence
between the model-predicted ocean-warming fingerprint and
the observational data sets, and then to determine whether
such correspondence could be due to natural variability alone.
This involves projecting the model (20CEN and preindustrial
control runs) and observational AT datasets onto the VOL
model fingerprint pattern, yielding pseudo-principal component
projection time series. By fitting overlapping trends of various
values of L to these pseudo-principal component time series, we
can examine the behaviour of signal-to-noise (S/N) ratios as a
function of timescale and determine the detection time—the time
at which S/N rises above (and remains above) a stipulated (1%
or 5%) significance level”® (see Methods). In the following, we
selected 1970 (rather than 1960) as the start date for calculating
trends from pseudo-principal component time series, because
of the relative paucity of in situ AT profiles in the 1960s
(Supplementary Fig. S2).

Figure 5a shows how the VOL, NoV and observational AT
signals evolve as L increases from 10 to 39 years. The AVGOBS of the
three XBT corrected data sets is also shown, together with a simple
estimate of signal uncertainty obtained from the variability in
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Figure 4 | EOF analysis of basin-average upper-ocean temperature
changes. Basin-scale structure of externally forced fingerprints from
20CEN runs (a) and leading noise mode from pooled control runs (b). For
calculation details, refer to the Methods section. The leading EOF for each
of the three different observational AT estimates is also shown in a.
Observational results are for infilled data sets and all model results are for
spatially complete data, with removal of model drift based on a cubic fit to
control-run data, and the global mean included in all data.

the pooled VOL model control-run pseudo-principal components
(see Methods). The NoV signal strength is unrealistically large on
timescales greater than 15 years. The uncorrected observational
AT estimates are also outside of the uncertainty range on the
AVGOBS results (except on the longest timescales). The time
evolution of the trends in the uncorrected observational data sets
is inconsistent with the more linear change evident in the newer
data sets and in the model results. In contrast, the evolution of
signal trends as a function of L is remarkably similar in the VOL
models and in AVGOBS.

In both VOL and NoV models, the amplitude of the internally
generated variability decays markedly with increasing L (Fig. 5b).
This decrease in the noise amplitude is the primary driver of
the pronounced increase in S/N ratios as L increases (Fig. 5¢).
As expected from Fig. 5a, the multimodel VOL results are nearly
superimposed on the AVGOBS estimate, whereas S/N ratios for
the NoV and uncorrected observational data are inconsistent
with the newer estimates. For all three corrected estimates, the
S/N is consistently above a 1% significance level, with ratios
greater than four by 2003.

Results in Fig. 5 are for ATy, Use of subsampled data has little
impact on our estimated S/N ratios, which still consistently exceed
the 1% significance level (Supplementary Fig. S4). The relative
insensitivity of S/N ratios to use of subsampled or infilled data
results from both observed trends and variability estimates generally
being larger for ATgs than ATy In other words, the larger trends
compensate for the larger multimodel noise estimates obtained
with subsampled data.

Our S/N results are also relatively insensitive to the application
of different methods for removing residual drift in simulated AT
(arising from incomplete simulation spin-up*%; Supplementary
Fig. S4). Repeating each of these D&A sensitivity tests with a
1960 start date alters the time evolution of the signal trends,

a 0.08
o 0.06
he)
2
=
g 0.04
o
§ 002
wv
0.00
PRSI BRI, e (SRR R TRI N RRAN RN BRI
1980 1985 1990 1995 2000 2005
Last year of L-length linear trend in signal
b " -
0.016 - Standard deviation of MMSD of noise trends
Q
o
2
= 0.012
£
©
&
© 0.008
z
0004t v v vl
il 16 21 26 31 36
Length of noise trend (yr)
c 10
.0
i
= 1%
N
wv
- %
0 NZZF S/N ratio 2%
N ISR SRS SR SR
1980 1985 1990 1995 2000 2005
Last year of L-length linear trend in signal
20 uncertainty == LEV == AVGOBS
— DOM =« ISH-UNCOR = VOL
— - LEV-UNCOR — ISH — NoV

Figure 5 | S/N analysis of basin-scale changes in AT. The analysis relies
on pseudo-principal component time series, obtained by projecting
modelled and observed basin-scale AT data onto a common basis set (the
VOL model fingerprint). a, L-length linear trends calculated from the signal
pseudo-principal component time series—that is, from projections (onto
the VOL model fingerprint) of newer, XBT-corrected AT data (solid red,
green and blue lines); older, uncorrected AT data (dashed red and green
lines); and VOL and NoV MMRs (black and grey solid lines). The average of
the three newer observational signal estimates is also shown (AVGOBS;
dashed purple line), together with a two-o estimate of signal uncertainty
obtained from the MMSD of the pooled VOL model control-run
pseudo-principal components (see Methods). The start date for the
calculation of signal trends is 1970 and the initial trend length is ten years.
b, Noise amplitude as a function of trend length L. For each value of L
(which ranges from 10 to 39 years), the noise estimate is the standard
deviation of the sampling distribution of L-year, non-overlapping trends
obtained from the VOL and NoV control-run pseudo-principal components.
¢, S/N ratio as a function of increasing trend length L. A common VOL
model noise estimate (the black line in b) was used to calculate S/N. The
1% and 5% significance thresholds are shown (as horizontal black and grey
lines respectively) and assume a Gaussian distribution of noise trends in
the VOL control-run pseudo-principal components. All observational
estimates are infilled, all model data are spatially complete and the global
mean is included in all data.

particularly for the earlier uncorrected observational estimates, but
again yields S/N ratios well above four for the longest trend lengths
(Supplementary Fig. S5).

How would model variability errors affect these results? We note
that even our lowest S/N ratios exceed four. To convert these highly
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significant results to results that failed to achieve significance at
the 5% level would require that the simulated multidecadal AT
variability used here (for estimating the noise component of S/N
ratios) was at least a factor of two smaller than in observations.
There is no evidence (from Fig. 3) of an error of this magnitude.
On the ten-year timescale for which meaningful comparisons
with observed variability are feasible, simulated values of S, for
subsampled data (infilled data) are only 25-28% (7-10%) smaller
than in observations.

The choice of multimodel fingerprint (VOL or NoV) does
not change the overall picture of highly significant S/N ratios
(Supplementary Fig. S6). However, the observations project more
strongly onto the VOL fingerprint than the NoV fingerprint. The
inclusion of volcanic forcings may contribute to this improved
agreement, but it may also be related to differences in the physics
and parameterizations of the models comprising the VOL and
NoV subsets (as well as to differences in other, non-volcanic
external forcings).

We also repeated our D&A analysis after first removing the
time-evolving global mean temperature change from all data sets.
This is a more stringent test of the similarity between modelled and
observed temperature changes. In the mean-removed case, we still
obtain positive detection of the VOL and NoV model fingerprints
in observations in roughly half of the D&A tests. This indicates that
there is useful signal information in the subglobal pattern of AT,
such as the larger warming in the Atlantic than in the Pacific—a
feature common to models and observations (Fig. 2).

We have identified a human-induced fingerprint in observed
estimates of upper-ocean warming on multidecadal timescales,
confirming the results of previous D&A work?*™. Our results are
robust to the use of multiple bias-corrected observational data
sets, to use of infilled or subsampled data, to model signal and
noise uncertainties and to different technical choices in simulation
drift removal and in the application of our D&A method. There
is evidence from our variability comparisons that the models
used here may underestimate observed decadal scale variability of
basin-average upper-ocean temperatures. However, this variability
underestimate would have to be smaller than observed by a factor
of more than two to negate our positive identification of an
anthropogenic fingerprint in the observed multidecadal warming of
the upper 700 m of the oceans. Our analysis provides no evidence
of a noise error of this magnitude.

Methods

Ocean temperature data analysis. We examine anomalies of volume average
temperature AT rather than ocean heat content. Use of AT enables us to assess
the impact of spatiotemporal changes in the availability of historical temperature
data, that is, we do not have to rely on objective infilling where temperature
measurements are unavailable. We compare data-only ATsg results with results
based on the analysis of infilled data sets ATjg. As in previous studies>*!*15,
observed ATgs estimates are based on globally gridded (1° x 1° latitude/longitude)
products, not raw measurements. The observed and simulated historical anomalies
are with respect to a 1957-1990 climatology and all control-run anomalies are with
respect to the overall time mean of each model’s control run. Annual means of
all model ocean temperature data have been interpolated to the spatial grid and
standard vertical depth levels of the observational data to facilitate the subsampling
of simulation output at observational grid cells with valid data. We focus on the top
700 m of the ocean column (where the observations are concentrated) and compute
basin-scale AT changes in the North Atlantic, South Atlantic, North Pacific, South
Pacific, North Indian and South Indian oceans.

Model subsampling. Each 20CEN simulation is subsampled in the same manner
as previous studies' using the 1960-1999 ISH mask of data availability (in
space and time). A similar procedure is followed for each control simulation,
but in this case the observational mask is repeatedly applied to all possible
non-overlapping segments of the entire control. Further information is provided
in the Supplementary Information.

Estimating variability of simulated and observed five- and ten-year trends.
We focus on the combined spatiotemporal variability of AT for two reasons:

the number of non-overlapping ten-year trends in any individual basin is small,
thus hampering reliable estimation of decadal scale temporal variability in that
basin; and for D&A purposes (particularly in the projection of model control-run
noise information onto the searched-for fingerprint), it is important for models
to reliably portray not only the global mean amplitude of observed decadal
timescale AT variability, but also the observed basin-scale covariability of AT
changes. As volcanic forcing can influence variability on multiyear timescales,
the VOL model 20CEN simulations are most suitable for direct comparison with
observations. After first removing the overall linear trend for each basin, we
compute non-overlapping five- and ten-year trends in each basin’s regression
residuals. We pool these results and calculate the standard deviations of five-year
and ten-year trends, yielding the metrics Ss and Sy (respectively). This procedure
is carried out for two different analysis periods: 1960-1999 and 1970-1999.

For the period 1960-1999, there are four non-overlapping trends (19601969,
1970-1979, 1980-1989 and 1990-1999) and seven basins (see Fig. 2), yielding

a sample size of 28.

Accounting for simulation drift in individual model signal and noise estimates.
Residual drift associated with the incomplete spin-up of model control runs is
removed from all AT basin-average time series. Quadratic and cubic fits are
computed for the entire control, yielding a drift estimate. This drift is then removed
from the original control, yielding an estimate of the true model noise. For each
20CEN simulation, there is a contemporaneous section of the corresponding
control and a contemporaneous section of the control-drift estimate. This section
of the control drift is removed from the 20CEN simulation.

Multimodel fingerprints, noise estimates and detection time. CMIP3 20CEN
runs (nominally 1870 to 1999) are averaged together to produce a MMR.

If more than one realization of the 20CEN experiment is available for an
individual model, these realizations are averaged together before averaging
across models. We partition our MMRs by considering separately those
models that included the impacts of VOL (CCSM3.0, GFDL-CM2.0, GISS-EH,
GISS-ER, MIROC-CGCM2.3.2, MRI-CGCM2.3.2) and those that did not
(CCCma-CGCM3.1, CNRM-CM3, CSIRO-Mk3.0, GISS-AOM, FGOALS-g1.0
and UKMO-HadCM3). As defined here, the fingerprint is the first EOF

of the MMR of AT in the six ocean basins, calculated over 1960-1999.
Fingerprints are computed separately for the VOL and NoV MMRs. Use

of alternative periods for estimating the (normalized) fingerprint has little
impact on its spatial structure. Before the calculation of EOFs, the AT
anomalies were weighted by the volume of each basin. We also carried out
our analysis with both normalized and non-normalized AT data, where
normalization in each basin is by the temporal standard deviation of the
basin-average AT time series from the pooled VOL or NoV control runs.
Normalization has little impact on our D&A results. For simplicity, we show only
non-normalized results.

Our multimodel noise estimates are based on concatenating all available
control data for a given subset (for example, the VOL models with subsampling
and quadratic-drift removal). An alternative approach would be to select a time
slice of an equal length that is determined by the shortest control available.
Previous work with column-integrated atmospheric water vapour (using the
same CMIP3 multimodel archive) has demonstrated that this choice does not
have a significant impact on the overall D&A results”. The uncertainty estimate
for the AVGOBS results in Fig. 5a was generated as follows. We projected the
basin-average upper-ocean temperature changes from the VOL concatenated
control runs onto the searched-for fingerprint. This is equivalent to calculating
an uncentered spatial covariance between the time-invariant fingerprint (which
was estimated from the VOL twentieth-century simulations) and the time-varying
control-run temperature changes. The resulting projection time series, N (t),
provides information about unforced changes in pattern similarity. We fit
L-year, non-overlapping trends to N (¢), with L varying from 10, 11, 12,...39
years. For each trend length L, we calculated o, the standard deviation of the
multimodel sampling distribution (MMSD) of L-year trends. The shaded envelope
represents the AVGOBS signal trends (which are also a function of the trend
length L) +/—2 x 0. The o uncertainty estimate could also have been applied
to the VOL signal trends, which would have meant truncating the uncertainty
envelope in 1999, at the end of the VOL runs. For visual display purposes, we
chose to apply this uncertainty estimate to the AVGOBS results, which end
at a later date (2006).

We estimate detection times by first projecting (a six-basin scalar
product) the AT observations and pooled multimodel noise estimates onto
the time-invariant model fingerprints. These pseudo-principal component
times series are the signal and noise projection time series Z (¢) and N
(t), respectively. Fitting trends of increasing length L to Z (t) and N (¢)
allows us to calculate S/N ratios as a function of trend length. For a given
value of L, the noise is the standard deviation of the sampling distribution
of L-length trends in N (¢). The detection time is defined as the year
at which S/N exceeds and remains above a stipulated 5% significance
threshold. The assumed start time for calculating trends in Z (¢) is 1970.

We also explore the impact on S/N ratios of use of an earlier 1960 start date
(Supplementary Fig. S5).
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